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Abstract
A promising approach for type-safe generic codes in the object-oriented paradigm is variant parametric type, which allows covariant and contravariant subtyping on fields where appropriate. Previous approaches formalise variant type as a special case of the existential type system. In this paper, we present a new framework based on flow analysis and modular type checking to provide a simple but accurate model for capturing generic types. Our scheme stands to benefit from past (and future) advances in flow analysis and subtyping constraints. Furthermore, it fully supports casting for variant types with a special reflection mechanism, called cast capture, to handle objects with unknown types. We have built a constraint-based type checker and have proven its soundness. We have also successfully annotated a suite of Java libraries and client code with our flow-based variant type system.
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1. Introduction
Software reuse is an important aspect of software engineering. Traditionally, most mainstream object-oriented (OO) languages, such as Java, C++ and C#, have relied on class subtyping to support reuse (or genericity) via inclusion polymorphism. While this mechanism allows the convenient storage of objects via safe upcast into generic data structure, the converse process of retrieving objects from the same data structure requires downcast testing, which incurs runtime overheads and is possibly unsafe.

To address the shortcomings of inclusion polymorphism, there have been several recent proposals (amongst the Java [3] and C# [19] communities) for parametric types to be supported. Here, each class c is allowed to carry a list of type parameters for its fields, e.g., c(t1, ..., tn), whereby the type of each field can either be instantiated or left as a type variable. Below are two classes whose fields have been parameterised:

```plaintext
class Cell1(A) {
  A fst; ··· }
class Pair(A,B) extends Cell1(A) {
  B snd; ··· }
```

With such parameterised class declarations, we may then define specialised instances, such as Cell1(Int), Cell1(Float) or Pair(Int,Num), which contain more specific type information for the fields of each class instance. Though parametric types can coexist with class subtyping, pointwise matching of the respective fields is required. For example, the subtyping relation (denoted by :<:) Pair(t1,t2) <: Cell(t3) is allowed only when Pair <: Cell and t1 = t3. The latter condition is for pointwise matching of the common field. Similarly, Pair(t1,t2) <: Pair(t3,t4) holds, provided t1 = t3 and t2 = t4. Pointwise matching (invariant subtyping) is required because field reading and field writing are based on opposite flows that change the directions of subtyping. This requirement limits the reusability of programs based on parametric types.

To address this shortcoming, Igarashi and Viorel [17] developed a new variant parametric type system (or variant type, in short) to improve the subtyping of generic structures, depending on how the fields are being accessed. Let o denote a class with one type parameter. Let o denote an object of variant type c(o1) while v denotes a location of variant type c(o2), into which o is to pass. Each variant type c(o) has a variant α (see Section 3.1) attached to its field to indicate how the field is to be accessed. A field that is subject to read-only access via reference of v (denoted by α = ⊕) may be supported by covariant subtyping. That is, c(o1) ⊲ c<:o2 if α1 ⊲ ⊕ and t1 <: t2. Conversely, a field that is subject to write-only access via reference of v (denoted by α2 = ⊖) may be supported by contravariant subtyping. That is, c(o1) ⊳ c<:o2 if α1 ⊳ ⊖ and t1 <: t2. Also, a field that is subject to both read and write accesses via reference of v (denoted by α2 = ⊖) may be supported by invariant subtyping. That is, c(o1) ⊳<:o2 if α1 ⊳ ⊖ and t1 <: t2. Lastly, if a field is not accessed via reference of v (denoted by α2 = ⊖), we can use bivariant subtyping. That is, we support c(o1) ⊳<:o2 for any t1 and t2.

Variant types give a much richer subtyping hierarchy than parameterised types do. Figure 1 illustrates some variant types for Cell objects and their places in the subtyping hierarchy. Note that → denotes a subtyping relation in the graph. Also, Cell1<Object> and Cell1(Int) are equivalent to each other while Cell1(Number), Cell1(Float) and Cell1(Integer) are unrelated. Note that ⊥ denotes the type of null values which can be assigned into any class type. However, each Cell1<>() is a subtype of both Cell1<Object> and Cell1<>(). Also, types of the form Cell1<Object> and Cell1<>() have a subtyping hierarchy based on covariance and contravariance, respectively.

The benefits of variant typing have been known for some time. However, early proposals have attached access rights to the fields...
of each class declaration. This mechanism is known as declaration-site variance and is shown in the following example:

```java
class DSCell(A) {
  @A fst;
  A getFst() { return fst; }
  void setFst(A x) { fst=x; }
}
```

The field `fst` is declared read only using the variance `@`. Consequently, the method `setFst` cannot be invoked. Using the concept of structured virtual type, Thorup and Torgersen [35] were the first to link access rights and covariant subtyping to the fields of each `use of a class` rather than the class declaration itself. This use-site variance mechanism is much more flexible than previous mechanisms based on declaration-site variance. In the following example, the access to the field `fst` is governed by the variance variable `α`. A reference of type `USCell(αInt)` allows read-only access, while a reference of type `USCell(αInt)` allows read-write access to the field `fst`.

```java
class USCell(αInt) {
  αInt fst;
  αInt getFst() { return fst; }
  void setFst(αInt x) { fst=x; }
}
```

Later, Igarashi and Viroli extended this concept to support contra- and bi-variance [17]. They formalised the variant type system by mapping it into a corresponding existential type system [7, 21, 22]. A recent proposal by Sun Microsystems for generics in Java 1.5 [37] supports wildcard type based on an improvement of Igarashi and Viroli’s variant type system, but it is still viewed as a special case of the existential type system with subtyping. However, a more general version of existential type system, called System $P_{C}$, has undecidable subtyping [28], while the decidability of Igarashi and Viroli’s variant type system, remains an open problem [18].

In this paper, we propose a new approach for the variant parametric type system that is based on the mechanism of flow analysis. Our flow analysis captures value flows via subtyping constraints. A major benefit of this approach is the considerable knowledge in flow analysis that has been accumulated in the recent past [25, 32, 15, 16, 34, 26]. In particular, to support modular type-checking, we require non-structural subtype entailment of the form $∀(C_1 ⇒ C_2)$, where $C_1$, $C_2$ are subtyping constraints while $π, ω$ are sets of type variables. These constraints are non-structural as we use $⊥ < t < Object$, to support the OO class inheritance mechanism. While the decidability of non-structural subtype entailment remains an open problem, there exist sound approximations that use constraint simplification and induction techniques [32, 38]. Our work is built on top of sound but practical solutions to subtyping (flow) constraints, and we have developed a systematic framework for the variant parametric type system with the following new features:

- Our framework is based on flow analysis which can concisely and intuitively capture flow of values on a per method basis (Section 3). We use variance annotations primarily to predict the flows of values, and not for access control. We also provide special considerations for two type values. A value of `Object` type can always flow out from any location while a null value of `⊥` type can always flow into any location.

- We augment our generic type system with intersection type to help capture information flow more accurately. An intersection type `t1 intersect t2` denotes a type with both the properties of `t1` and `t2`. Such types are important for languages with multiple inheritance (such as Java via its interface mechanism), and can accurately capture the flow of objects with their expected field accesses.

- Our approach is based on modular type checking (Section 5). Each method is specified with a flow constraint (and variant types) that is used to predict the value flows that may occur in the method’s body. We verify each method separately to ensure that the predicted accesses, flow constraint and variant typings are efficiently and safely checked.

- We advocate the support of downcast to arbitrary variant types (Section 6). With this mechanism is a novel cast capture that uses a reflection technique to deal with values of unknown type. Cast capture has helped improve the generic implementation of several JDK 1.5 libraries.
We present a soundness theorem and a variant type checker. We have successfully applied our prototype to a suite of Java libraries and client codes (Section 8). On average, we are able to eliminate 87.9% of the casts from non-generic Java 1.4 application code, that means 12.9% more casts than wildcard-generic Java 1.5 application code.

Our goal is to strive for type-safe OO programs with better generlicity via a modular flow-based approach to variant parametric type system. Next, we explain our approach with the help of some examples.

2. Better Genericity

The main goal of generlicity is to support highly reusable software components. To allow this to happen in a type-safe way, we should strive to provide type descriptions that are concise, understandable, general and accurate. Specifically, each well-typed generic program should be accurately identified where possible. As a side benefit, we are able to track type information in a precise manner, allowing redundant cast operations to be eliminated where possible. In this section, we examine the key aspects for which our approach based on flow analysis makes improvements over existing approaches based on existential types. Some of these improvements may not be peculiar to the flow-based approach, but they were gradually developed starting from a different view point.

2.1 Intersection Type

Parametric type systems use number of cast operations eliminated as a measure of accuracy [10, 14]. As it turns out, there may be competing decisions on what types to use for certain cast operations to be eliminated. The following example from [10] illustrates:

```java
class B1 extends A implements I {
    ...
}
class B2 extends A implements I {
    ...
}
void foo(Boolean b) {
    Cell cb1 = new Cell(new B1());
    Cell cb2 = new Cell(new B2());
    Cell c = b ? cb1 : cb2;
    A a = (A) c.get();
    I i = (I) c.get();
    B1 b1 = (B1) cb1.get();
    B2 b2 = (B2) cb2.get();
}
```

This program contains four cast operations. With the help of parametric types, Donovan et al. [10] suggested three sets of possible types, each with a different subset of casts eliminated, as summarised below:

<table>
<thead>
<tr>
<th>Types of Variables</th>
<th>Casts Eliminated</th>
</tr>
</thead>
<tbody>
<tr>
<td>cb1</td>
<td>cb2</td>
</tr>
<tr>
<td>Cell(B1)</td>
<td>Cell(B2)</td>
</tr>
<tr>
<td>Cell(A)</td>
<td>Cell(A)</td>
</tr>
<tr>
<td>Cell(I)</td>
<td>Cell(I)</td>
</tr>
<tr>
<td>(A)</td>
<td>(I)</td>
</tr>
<tr>
<td>√</td>
<td>√</td>
</tr>
</tbody>
</table>

Note that Cell denotes a raw type where nothing is known of its components. Hence, only Object values are statically retrievable from it. Raw type was originally proposed in [3] for backwards compatibility, and it is the basis for generic typing through inclusion polymorphism. However, none of the three proposed solutions are able to eliminate all four casts. This indicates that parametric typing is not expressive enough to capture generic type for such programs. There are two possible improvements. First, note that the fields of cb1, cb2 and c are subject to read-only accesses, and not modified in the program fragment. We can therefore provide covariant annotations to the fields of these variables, and obtain two possible outcomes, each with three casts eliminated:

<table>
<thead>
<tr>
<th>cb1</th>
<th>cb2</th>
<th>c</th>
<th>(A)</th>
<th>(I)</th>
<th>(B1)</th>
<th>(B2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell(B1)</td>
<td>Cell(B2)</td>
<td>Cell</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Cell(B1)</td>
<td>Cell(B2)</td>
<td>Cell(A)</td>
<td>√</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell(I)</td>
<td>Cell(I)</td>
<td>Cell(I)</td>
<td></td>
<td>√</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Second, both classes B1 and B2 have supertypes A and I in common. To exploit this, we can use an intersection type parameter in Cell(B1∪A∪I) to describe the variable c. In a lattice of type values, an intersection type A∩I essentially defines the greatest lower bound of A and I. With this, all four casts can now be eliminated in our new solution to generlicity, as shown below:

Note that the above example cannot be coded in Java 1.5 syntax. Java 1.5 does not allow the use of intersection types for local variable declaration, field declaration or method argument/return types. Intersection types can be used only as upper bounds for a method type parameter.

2.2 Modular Flow Specification

Another important principle for better generlicity is that type description should be designed in a modular fashion (on a per method basis). Type annotations appearing in the method header should depend only on the method body while each call site should be a specific instance of the method’s type declaration. This principle is important for efficient type checking and ease of type annotation. Specifically, for each instance method, we provide the following method declaration:

```
  t | f0 mn(t, v1, ..., tn, v0) where ψ (...)
```

A separate annotation “t | f” is added at the beginning of each method’s declaration to capture the variance of the implicit this parameter. This separate annotation (omitted in previous works, such as [17, 37]) allows us to capture the behaviour of each method, independent of its class declaration. Note that ψ captures the expected value flows of each method’s body in terms of type of the parameters (t1, ..., tn), result (f0) and receiver (t). We support modular type checking by localising type variables which are not present in the type of parameters, result and receiver. A previous approach [17] relies on the existential open/close mechanism for the receiver parameter to determine if the receiver parameter is of suitable variance while other parameters are checked via subtyping. In contrast, we achieve uniform treatment for all parameters.

To illustrate the modular type annotation mechanism, consider three method declarations for the Pair class:

```java
class Pair(A, B) extends Cell(A) {
  B snd;
  Pair(@B, @Y) | Y getSnd() {
    return this.snd;
  }
  Pair(@B, @Y) | void setSnd(Y v) {
    this.snd=v;
  }
  Pair(@B, @W) | Pair(@B, @W) dup() {
    return new Pair(W,W)(this,this);
  }
}
```

First, note that getSnd will read the second field while setSnd will write to it. Because of these effects, we may apply covariant (@) and contravariant (@) subtypings to the second component of the Pair object for getSnd and setSnd, respectively. Second, bivariant (@) subtyping is allowed for the unaccessed component of the Pair object for both methods. As a shorthand, we may write @ to denote @ since all bivariant types are equivalent. Note that Y from getSnd and Y from setSnd denote different type variables treated independently by our modular type checker.
The third method is an interesting application of intersection type. The method itself does not access the fields of the this parameter, which escapes into the two fields of the method’s Pair result. To capture this value flow, we declare an intersection type Pair(@,@)yW for the this parameter. The type Pair(@,@) is to acknowledge that we have a Pair object whose fields are not accessed by the current dup method. A type variable is helps indicate that this parameter will escape into the fields of the result with type Pair(@@,@@). This flow allows the variant type of W to flow into the two fields of the output Pair. Hence, for a given receiver of type t, we have t<:Pair(@,@) and t<:W. Possible candidates for the type t are Pair(BX,BY) or Pair(@X,@@Y), etc. In contrast, if we use the following type suggested in [17]:

\[ \text{Pair}(\text{OX},\text{OY}) | \text{Pair}(\text{OPair}(\text{OX},\text{OY}),\text{OPair}(\text{OX},\text{OY})) \]  

we require t=Pair(\text{OX},\text{OY}) or t=L, which restricts the possible uses of the method. One way to improve this situation is to duplicate the dup method for different scenarios, as shown below:

\[ \text{Pair}(\text{BX},\text{BY}) | \text{Pair}(\text{OPair}(\text{BX},\text{BY}),\text{OPair}(\text{BX},\text{BY})) \]  
\[ \text{Pair}(\text{BX},\text{BY}) | \text{Pair}(\text{OPair}(\text{BX},\text{BY}),\text{OPair}(\text{BX},\text{BY})) \]  
\[ \text{Pair}(\text{BX},\text{BY}) | \text{Pair}(\text{OPair}(\text{BX},\text{BY}),\text{OPair}(\text{BX},\text{BY})) \]  

However, such duplications go against the goal of generality. On the other hand, our solution with intersection types can improve generivity by allowing value flows to be accurately captured.

2.3 Avoiding F-Bounds where Possible

One feature that adds to the expressivity of bounded existential type is the use of F-bounds [5] which effectively capture recursive constraints of the form \( T<:C(...,T,...) \) where \( T \) is a type variable and \( C \) is a class name. While the designers of Java 1.5 consider this feature to be significant and useful [37], it is also a source of complication as reported recently in [20]. In particular, F-bound together with existential type is a source of undecidability for System F\(_\omega\) which caused an earlier implementation of Java 1.5 to fail in accepting some programs with F-bounds that were actually type-safe (as first reported in [20]). Subsequent improvements in Java 1.6 have removed the reported errors, but the decidability of its type system remains an open problem.

While the flow-based approach that we advocate also supports recursive flow constraints (if the inductive mechanism of [32, 38] is used), our pragmatic philosophy is to avoid F-bounds whenever it is possible to do so.

As an example of F-bound, consider the following definition of the

\[ \text{Comparable} \]

interface for Java 1.5:

\[ \text{interface Comparable}(T) \{ \text{int compareTo}(T o); \} \]

Here, class parameter \( T \) is being used to capture the parameter of the method compareTo. As this parameter is required to be a subtype of Comparable itself, F-bound of the form \( T<:\text{Comparable}(\text{O}) \) is usually needed when \( \text{Comparable} \) is used, as shown in the next example:

\[ \text{class Collections} \{ \]
\[ \text{\( T \) extends Comparable(? super T)} \]
\[ \text{static T max} \]
\[ \text{(Collection(? extends T) col) \{ \ldots \} } \]

In our flow-based approach, the current philosophy is to capture the value flows of each method independently. Hence, we have chosen to capture the value flow and subtyping relation directly for each method instead, as shown below for our definition of \( \text{Comparable} \):

\[ \text{interface Comparable}(\text{A}) \{ \]
\[ \text{Comparable}(\text{OT}) | \text{int compareTo}(T o); \}
\]

Based on this definition, we can write the \text{max} method, as follows:

\[ \text{class Collections} \{ \]
\[ \text{static T max}(\text{Collection}(\text{OT}) \text{ col}) \]  
\[ \text{where T<:Comparable}(\text{OT}) \{ \ldots \} \}
\]

This alternative is equivalent to the earlier Java 1.5 definition.

We also support a simpler way, to express \text{Comparable} interface, as follows:

\[ \text{interface Comparable} \{ \]
\[ \text{S & Comparable} | \text{int compareTo}(T o) \]  
\[ \text{where T<:Comparable A T:S } ; \}
\]

The use of this definition does not require any F-bound, but it is more restrictive than Java 1.5 definition of \text{Comparable} interface.

Another potential use of F-bound occurs for recursive fields of class declarations. An example is the following recursive \text{List} class:

\[ \text{class List}(A,B) \text{ extends Object} \]
\[ \text{where B<:List}(A,B) \{ \]
\[ \text{A val}; \]
\[ \text{B next}; \ldots \} \]

This solution uses an F-bound \( B<:\text{List}(A,B) \) that makes constraint solving more complex [32]. However, in our system we may choose to avoid the recursive constraint from the invariant of the class \text{List} by leaving the recursive \text{next} field with an incomplete variance \( O \), as follows:

\[ \text{class List}(A) \text{ extends Object} \]
\[ \text{where B<:List}(A) \}
\[ \text{\( A \) val}; \]
\[ \text{\( B \) next}; \ldots \} \]

The variance of the \text{next} field is incomplete at its declaration site and can be promoted to either \( O \) or \( S \), depending on how its underlying type parameter \text{List}(A) is being instantiated at the use site. This type promotion process is elaborated later in Section 4.2, and can be used to avoid F-bound, where possible.

2.4 Avoiding Existential Type Always

It has been generally acknowledged that existential type is useful for describing data types whose implementation details can be made abstract. This aspect is closely related to the use of bivariant type \( @t \) where the underlying type \( t \) is unknown and may be assumed to be of any type. While no-access is one way to enforce bivariant type, it is also possible to use the open/close mechanism of existential type system to describe situations where implementation details can be made abstract. A typical example is the copy operation on two elements of a vector that was highlighted in [18], and reproduced below:

\[ \text{void copy}(\text{Vector}(\text{X}) x, \text{int i, int j}) \{ \]
\[ \text{open x as \{Y,y\} in} \]
\[ \text{y.setElementAt(y.elementAt(i),j)} \}
\]

The above code opens the bivariant type of \( x \) as an object bound to variable \( y \) with an abstract type \( Y \). As all elements of each vector are of the same \( Y \) type, we may safely copy a value from one position of the vector into another position, without knowing the
actual underlying type. The close correspondence between existential type and bivariant type is a primary reason why Igarashi and Viroli considered existential type system as the underlying model for their variant parametric type system.

However, the designers of Java 1.5 considered the open/close mechanism of existential type system to be somewhat restrictive [36]. They have therefore proposed a relaxation to open each expression as an existential type by associating it with a global type variable without a corresponding close operation. This use is similar to the flow-based approach where each parameter (or local variable) is regarded as a location where values may flow in and/or out. Nevertheless, in the context of existential type system, such relaxation might possibly be unsound since each existential type may in fact correspond to contradicting type values. This is possibly why correctness proof is yet to be completed (as of [36]), even though a full-scale implementation for wildcard type system has already been released for public use.

Furthermore, Java 1.5 relied on polymorphic (generic) type system for selected methods to capture situations where invariant type appears necessary, as shown by the following example:

```java
def docopy(Vector<T> x, int i, int j) {
    T tmp = x.elementAt(i);
    x.setElementAt(tmp,j);
}
```

Through a wildcard capture mechanism, it is possible to provide a method with bivariant parameter, as shown below:

```java
def copy(x, i, j) {
    docopy(x, i, j);
}
```

Note that wildcard type of x has been captured by the global T type variable. Again, the open/close mechanism is averted, even though the underlying system is still based on bounded existential type system.

Our current philosophy is to avoid existential type system altogether. To capture the effect of an unknown abstract type, we have introduced a casting mechanism that is able to capture the underlying type of an object via a fresh type variable. We refer to this as a cast capture technique which is elaborated in more details in Section 6. The same copy method can be re-written with a casting of the x parameter from bivariant type Vector<A> to an invariant type (Vector<?>). In the process, T is used to capture the unknown type, as shown below:

```java
def copy(Vector<A> x, int i, int j) {
    Vector<?T> w;
    w.setElementAt(x.elementAt(i),j);
}
```

While this cast capture construct may look like a syntactic sugar for the open/close mechanism, we stress that it is part of a more general mechanism that can take an arbitrary type as source (instead of a bivariant type) for casting into another arbitrary type as target (instead of an invariant type). A cast for a c1-object into an invariant type of the form c2<:(A)> where c1<:c2 is always safe since every object is built using an invariant type. Furthermore, cast-capture is a runtime mechanism while open-close is a type-related operation to expose an obtained type at compile-time. Our cast capture mechanism using reflection is more general as it can capture type values at runtime, and also support a mix of cast capture and cast testing. In our formulation of variant parametric type system, the flow-based approach with casting has therefore avoided the need for existential type system altogether.

Some readers may contend that the casting mechanism is the prerogative of programmers and may be too burdensome to write.

While this is so, we believe that there is still scope for automatic insertion of safe casts to invariant type (in a spirit similar to automatic type coercion) that is consistent with each user program.

3. Variance via Flow Analysis

A central feature of our proposed approach is the focus on flow analysis. Variance annotations are used to support the analysis of value flows to capture more accurate generic types, whereby suitable field subtypings (covariance and contravariance) are facilitated where possible.

We highlight the expressiveness of variant types through some more examples in Figure 2. Apart from a generic Vector<A> class declaration, we provide a number of static methods to highlight how flow analysis may assist in the formulation of generic types. In the copyVec method, the elements from a first vector Vector<EX> are copied into a second vector Vector<AY>, while a constraint X<:Y captures the direction of the value flow.

```java
class Vector<A> extends Collection<A> {
    Vector<A> | int size() {...}
    Vector<EX> | X elementAt(int i) {...}
    Vector<AY> | void setElementAt(X x, int i) {...}
}

de copyVec(Vector<EX> v, Vector<AY> w, int start) where X<:Y {
    for(int i=0;i<v.size()&&i+start<w.size();i++)
        w.setElementAt(v.elementAt(i),i+start);
}

de copyNextVec(Vector<?Vector<EX>>v,
    Vector<AY> w) where X<:Y {
    int pos=0;
    Vector<AY> s=v.elementAt(0);
    for(int i=0;i<s.size();i++)
        if (pos+s.size()<w.size())
            w.setElementAt(null, pos+s.size());
    }
}

de clearVec(Vector<?L> v) {
    Vector<X<:Z> merge(Vector<EX> v, Vector<AY> w)
    where X<:ZAY<:Z {
        Vector<X<:Z> merge(Vector<EX> v, Vector<AY> w)
        where X<:ZAY<:Z {
            Vector<X<:Z> join(Vector<X<:Z>, Vector<AY>) v, Vector<X<:Z>, Vector<AY>) w
            {...}
        }
    }
}

de swap(Pair<X<:Z, Y<:Z>) p where X<:YAZ<:Z {
    T t=p.fst; p=fst=p.snd; p.snd=t;
}
```

Figure 2. Examples with Variant Types

Method copyNextVec copies from a nested vector of type Vector<EX> into a second vector Vector<AY> with flow constraint X<:Y. This code remains highly generic as it uses covariant and contravariant subtypings. The next example shows how we use a special type ↓ to indicate that null values will be written into the vector. Given that Vector<SL> is high up in the class hierarchy, this method is rather generic as we can supply any vector as its argument.

We also provide method headers for merge and join. From the type annotation of merge, we can tell that values from the first two vectors are retrieved, and then they flow into a new result vector. For the join method, we retrieve values from the two vectors Vector<EX> and Vector<AY> before building a new vector Vector<XY> that is joined
on the \( Y \) type. The result’s invariant type offers a strong post-condition with read/write capability.

For the swap method, the two fields of a Pair object are swapped. Due to both reading and writing, we require the invariant type \( \text{Pair}(\text{Obj}, \text{Obj}) \) and the expected value flow: \( \text{X}: \text{Y}<: \text{X} \). Based on the flows from the three assignments of the swap body, we may obtain the following constraints: \( \forall \alpha \cdot \forall \beta \cdot \forall \gamma \cdot \forall \delta \cdot T \equiv \alpha \oplus \beta \) and \( \forall \epsilon \cdot Y \equiv \gamma \oplus \delta \), where \( \tau \) is a local type variable (using type rules in Section 5.1). These constraints are simplified to obtain the following collected flow for the method body: \( \forall \alpha \cdot \forall \beta \cdot \forall \gamma \cdot \forall \delta \cdot \forall \epsilon \cdot (X: \text{Y}<: \text{X} \Rightarrow \exists \tau. (\forall \epsilon \cdot \forall \delta \cdot \forall \gamma \cdot \forall \beta \cdot T \equiv \alpha \oplus \beta \))

Note that the local type variable \( \tau \) is existentially quantified, while type variables \( X, Y \) from method parameters are universally quantified.

3.1 Improved Variant Subtyping

Variant parametric type \( \tau \) consists of a variance \( \alpha \) and a type \( t \). Its grammar is introduced in Figure 4. We use variance annotations \( \odot, \oplus, \ominus \) and \( \odot \) which correspond to read-write access, read-only access, write-only access, and no-access, respectively. These annotations are ordered by the following relation that is denoted by \( \prec \), but abbreviated to \( < \) below:

\[
\odot < \oplus < \ominus < \odot
\]

A type \( t \) is either a type variable \( v \), a variant parametric class \( c(t_1, \ldots, t_n) \), the bottom type \( \bot \) or an intersection type \( t \& t \). The bottom type is used to hold the null value.

We allow finite intersections of types through the type operator \&. Semantically, \( t_1 \& t_2 \) denotes the set of objects satisfying the interface specification of both \( t_1 \) and \( t_2 \). In a lattice of type values with partial order defined by class inheritance (through extends) and interface mechanism (through implements), \( t_1 \& t_2 \) defines the greatest lower bound of \( t_1 \) and \( t_2 \). Our intersection types are similar to the compound types proposed in [4]. Specifically, they can be of the form \( [t_1 \& t_2 \& \ldots \& t_k] \& W \), where \( t_1 \) is a class, \( t_2, \ldots, t_n \) are interfaces, and \( W \) is a type variable.

In our system, variant parametric types are used to support flow analysis rather than access controls. As we focus on value flows at each method boundary, we apply variance annotations primarily to fields. The outermost variance of local variables is always \( \odot \). For fields, variance annotations are used to support covariant or contravariant subtyping where possible.

The subtyping relations are denoted by \( \psi \) and \( \phi \), both abbreviated to \( \vdash \): as follows:

\[
\vdash \tau_1 \cup \tau_2 \phi \quad \vdash \tau_1 \cap \tau_2 \phi
\]

The resulting constraints \( \psi \) (see Figure 4 for their grammar) are kept in a disjunctive normal form. Instead of proving each subtyping directly, we collect a set of subtyping constraints \( \psi \) via \( \tau - \text{subtyping} \) and \( \text{t-subtyping} \) in Figure 3.

The first four \( \tau \)-subtyping rules support contravariance, covariance, invariance, and bivariance, respectively. The invariant case generates a constraint from the semantical equivalence of the two types \( \tau_1 \equiv \tau_2 \). Unlike the subtyping rule of Igarashi and Virola [17], our improved mechanism handles two special values in the subtyping hierarchy, namely \( \bot \) (for type of null) and \( \text{Object} \) (for top of class hierarchy). These two types are special in that it is always safe to write a null (of \( \bot \) type) into any location (even if it has been marked for read-only access), and it is safe to read an \( \text{Object} \) value from any location (even if it has been marked for write-only access). We may also cast any type \( \tau \) to either \( \odot \text{Object} \) or \( \odot \bot \) as it is always safe to read an object or write a null value. This mechanism is implemented by the last two \( \tau \)-subtyping rules.

In the second part of Figure 3, the first two \( \text{t-subtyping} \) rules handle the bottom and top of the hierarchy. Subtyping between types of the same class is decomposed structurally by the fourth rule. The next two rules describe transitivity and the class inheritance relation. The class inheritance rule uses type promotion mechanism that is described later in Section 4.1 Intersection types satisfy the subtyping relations as in [29]. Subtyping relations that contain type variables are not simplified further and preserved in the resulting constraint. Semantic equality \( (t_1 \equiv t_2) \) is given by the last \( \text{t-subtyping} \) rule. In summary, from the subtyping relations between types, we generate a set of subtyping constraints (on type variables). Note that in the following sections, we will use \( \tau_1 \cup \tau_2 \) as an abbreviation for \( \psi \), where \( \vdash \tau_1 \cup \tau_2 \phi \).

<table>
<thead>
<tr>
<th>( \tau )-subtyping</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \odot \alpha \prec \odot \beta ) \quad \vdash \alpha \cap \beta \phi</td>
</tr>
<tr>
<td>( \ominus \alpha \prec \ominus \beta ) \quad \vdash \alpha \cap \beta \phi</td>
</tr>
<tr>
<td>( \odot \alpha \prec \odot \ominus \beta ) \quad \vdash \alpha \cup \beta \phi</td>
</tr>
<tr>
<td>( \odot \ominus \alpha \prec \odot \beta ) \quad \vdash \alpha \cup \beta \phi</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \text{t-subtyping} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bot \cup \text{t} \phi )</td>
</tr>
<tr>
<td>( \bot \cap \text{t} \phi )</td>
</tr>
<tr>
<td>( \text{t} \cup \text{t} \phi )</td>
</tr>
<tr>
<td>( \text{t} \cap \text{t} \phi )</td>
</tr>
</tbody>
</table>

Figure 3. Variant Subtyping

4. Core Language

We introduce a core language to ease the formulation of static and dynamic semantics. This language can be viewed as a result of translation from full Java language prior to type checking. For ease of presentation, we omit features that are related to static methods, exception handling, concurrency and inner class. (Our implementation handles all features of the Java language.)

Our core language is named VariantCoreJava, and summarised in Figure 4. We use the suffix notation \( \gamma^* \) to denote a list of (zero or more) distinct syntactic terms that are suitably separated. Both class and interface declarations are supported using the same syntactic grammar term \( \text{def} \). As with Java, the main difference is that interface definitions do not have fields, and are defined using abstract methods (without body). Furthermore, while we support multiple inheritance, it is of the same restricted kind as that supported by the Java language. Each class may extend only from a single super-class but may implement multiple interfaces. In our language, the declaration class \( c(V^*) \text{ extends } gc_1 \ldots gc_n \) assumes that \( gc_1 \) is a
### Programs

- **Programs**

  \[
  P ::= \text{def}\,*
  \]

  \[
  \text{def} ::= \text{class } c(V) \text{ extends } gc_{i} \ldots gc_{n} \text{ where } \psi_{inv}
  \]

  \[
  \{ \pi^{i} \}_i \text{ meth}^{i}
  \]

  \[
  gc ::= \{ c_{\tau_{1}}, \ldots, \tau_{n} \}
  \]

  \[
  \text{meth} ::= \{ l \mid \text{inv}(t(v'))(v_i') \text{ where } \psi \}
  \]

  \[
  w ::= w \mid v . f
  \]

  \[
  e ::= \text{null} \mid w \mid w = e \mid \{ t v = e_{1}; e_{2} \} \mid e_{1}; e_{2}
  \]

  \[
  \mid \text{new } c(t^{*})(v^{*}) \mid \text{if } v \text{ then } e_{1} \text{ else } e_{2}
  \]

  \[
  \mid \text{while } v \text{ do } e \mid v_{0}.m k^{*}(v^{*})(t^{*})
  \]

  \[
  \mid (t)_{v} \mid (v_{1} = (t)_{v} : e)
  \]

### Variant Parametric Types

- **Incomplete Variant Parametric Types**

  \[
  \tau ::= a t
  \]

  \[
  t ::= v_{i} \mid c_{\tau_{1}}, \ldots, \tau_{n} \mid t & t \mid \bot
  \]

  \[
  \alpha ::= \circ \mid \oplus \mid \ominus \mid \otimes
  \]

- **Subtyping Constraints**

- **Class Invariant**

  \[
  \psi_{inv} ::= V <:(\pi^{*}) \mid c(\pi^{*}) <;: V \mid \psi_{inv} \land \psi_{inv} \mid \text{true}
  \]

**Figure 4. Syntax of Variant CoreJAVA**

---

class while \(gc_{2} \ldots gc_{n}\) are essentially interfaces (implements is also represented by extends for easy presentation). Each class declaration captures a class invariant \(\psi_{inv}\) that is expected to hold for all newly constructed objects of the class. This is being used to specify suitable class lower and/or upper bounds for type variables. Since our system is based on use-site variance, the class fields types and the arguments of class inheritance have incomplete variance at declaration-site (denoted by \(\pi\) and \(V\)). Section 4.1 describes the annotations of class declarations with incomplete variant parametric types.

Each method declaration \(\text{meth}\) contains a constraint \(\psi\) which captures the expected value flows for its type variables. It also specifies method type parameters \(\{ \pi^{i} \}_i\) in order to support modular type checking. This set of type variables is automatically inserted by our compiler.

We use an expression-oriented language, where method body is denoted by \(e\). Local variable declaration is supported by block structure of the form: \(\{ t v = e_{1}; e_{2} \}\), with \(e_{2}\) denoting its result. Each object is always built with an invariant type \(c(\pi^{*})(v^{*})\) via the constructor \(c()^{*}\). Our core language also supports a full casting mechanism via \((t)_{v}\), where \(t\) can be an arbitrary variant type. In addition, we support a novel cast capture mechanism via \(\{ v_{1} = (t)_{v} : e \}\), where \(t\) is an invariant type with unknown type variables that may be captured at runtime and used in \(e\). These special features will be described in more detail in Section 6.

For simplicity of presentation, our core language represents primitive types (such as \text{void}, \text{bool}) by their corresponding classes (such as \text{Void}, \text{Bool}). In our implementation, we handle primitive types directly, as elaborated in Section 9. For soundness reasons, we treat arrays in the same way as other classes (unlike Java 1.5, which assumes arrays to be covariant).

In the subtyping constraints, disjunction is supported internally as it may be generated by subtyping relation for intersection types.

### 4.1 Class Parameterisation and Inheritance

For class declarations, an important decision is which fields to be parameterised and how the class inheritance mechanism is to be supported. In general, each class declaration should be written in the following manner:

- \(\text{class } \{ V_{1} \ldots V_{n} \text{ extends } c_{2} \{ \hat{\pi}_{1} \ldots \hat{\pi}_{n} \text{ where } \psi_{inv} \}
  \]

  \[
  \pi_{2} \hat{f}; \ldots
  \]

  \[
  \hat{\pi}_{n} \text{ fm}; \ldots
  \]

where each \(V_{i}\)\(_{1} \ldots V_{i}\)\(_{n}\) originates either from the fields of the current class \(\{ \pi_{i}\} \)\(_{1} \ldots \hat{\pi}_{i}\) or from the arguments of its superclass, \(\{ \hat{\pi}_{i}\} \)\(_{1} \ldots \hat{\pi}_{i}\). \(V_{i}\)\(_{1} \ldots V_{i}\)\(_{n}\) are variables corresponding to types with variance. For instance, the following non-generic declarations of \text{Cell} and \text{Pair} classes:

- \(\text{class Cell} \{ \text{Object } \text{fst}; \ldots \}
  \]

  \[
  \text{class Pair extends Cell} \{ \text{Object } \text{snd}; \ldots \}
  \]

- can be parameterized as:

- \(\text{class Cell}^{(A)} \{ \text{A } \text{fst}; \ldots \}
  \]

  \[
  \text{class Pair}^{(A,B)} \text{ extends Cell}^{(A)} \{ \text{B } \text{snd}; \ldots \}
  \]

The variance of the fields \(\text{fst}\) and \(\text{snd}\) is governed by the variables \(A\) and \(B\). Given the type \(\text{Pair}^{(\text{Int}, \text{Int})}\), the field \(\text{fst}\) is covariant and the field \(\text{snd}\) is contravariant.

### 4.2 Type Promotion

There are some situations where the variance of a class field cannot be specified at use site. In the following example, the variance of the field \(\text{sndP}\) does not have any correspondence in the class parameters \(A, B, C\) and remains unknown after instantiation of these parameters.

- \(\text{class Triple}^{(A,B,C)} \text{ extends Cell}^{(A)} \{
  \begin{align*}
  \text{Pair}^{(B,C)} \text{ sndP}; & \ldots
  \end{align*}
  \}
  \]

The compiler inserts a special variance marker \(\circ\) to represent the unknown variance of field \(\text{sndP}\).

- \(\text{class Triple}^{(A,B,C)} \text{ extends Cell}^{(A)} \{
  \begin{align*}
  \circ \text{Pair}^{(B,C)} \text{ sndP}; & \ldots
  \end{align*}
  \}
  \]

Note that the source program does not contain any variance markers. We use them to explain how incomplete (or unknown) variance of variant parametric types are computed to either \(\oplus\) or \(\ominus\). This process is known as type promotion and can be used for incomplete variant parametric types from field declarations and arguments of class inheritance.

The type promotion is defined using the relations

\[
\rho \vdash \pi \Rightarrow_{\tau} \tau \quad \rho \vdash s \Rightarrow_{\rho} t
\]

where \(\rho\) is a substitution \([V \rightarrow \tau]\) from class declaration parameters \(V\) to variant parametric types \(\tau\). The types \(\pi\) and \(s\) may contain unknown variance \(\circ\). The rules are described in Figure 5.

The second rule promotes the unknown variance \(\circ\) to either \(\oplus\) or \(\ominus\) depending on the predicate \(\text{inv}(t)\), where \(t\) is the type obtained after substitution. Predicate \(\text{inv}(t)\) returns \text{true}, when all
are the current variant types for the class fields. The relation \( \Rightarrow_{\text{cinv}} \) is defined in Figure 6. Note that this relation involves the subtyping relations defined in Figure 3.

To illustrate the use of these bounded invariants, consider a class declaration for `Cell(X)` with an upper bound `X<:Num`. For declarations of the form `Cell(OInt)` and `Cell(OInt)` the relation \( \Rightarrow_{\text{cinv}} \) generates the `Int<:Num` and `T<:Num`, respectively. The first constraint reduces to `true`, while the second constraint contains a type variable and will be checked later for satisfiability. As another example, for `Cell(OInt)` the relation \( \Rightarrow_{\text{cinv}} \) fails as the upper bound is violated. Correspondingly, for read access, we support `Cell(OInt)` and `Cell(OObject)`, but not `Cell(OString)` since no `String` objects can be read from the `Num`-bounded field.

The class invariant is accumulated recursively from all the superclasses, as shown below:

5. Variant Type System

Variance annotations of programs are used to support flow analysis for more accurate generic types. We verify the flow of values through the following typing relation:

\[
\text{V} \vdash e :: \alpha, \psi
\]

The relation is for type checking, and assumes that \( \Gamma \) (type environment), \( Q \) (type variables in scope) and \( \alpha \) (type with expected variance) are given while \( \psi \) is the collected flow constraint. Syntax-directed rules for various language constructs are given in Figure 7.

Our type system is flow-insensitive as every location (variable, parameter and field) is given a type that never changes. In our type system, each object of type \( t_1 \) can be placed in a location of type \( t_2 \), provided \( t_1 \leq t_2 \). The type of a location is therefore a particular type view of its object. This type view of an object may be changed by upcasting (via assignment or parameter passing) or by downcast operation that is checkable at runtime. The following rule shows how to type check an expression:

\[
\text{ASSIGN}
\]

\[
\alpha = \text{GetTyp}(\Gamma, w) \quad \alpha : \land \Gamma; Q \vdash e :: \alpha, \psi
\]

Flow-in or write-only \( e \) is mandated on the left-hand side (\( w \)) while flow-out or read-only \( \land \) is mandated on the right-hand side (\( e \)). To highlight how these flows are mandates we present the rule for variable and field access (\( w \) stands for either \( v \) or \( v \)):
Figure 7. Variant Type Rules

5.1 Modular Flow Verification

We design a variant type system that can be verified in a modular fashion. Each method declaration is given suitable variant type annotations for its parameters, result and receiver. A "may" flow constraint $ψ$ is specified at the header of each method declaration. This may-flow specification captures all possible flows that may occur in the method’s body $e$. The type checking rule for a method is formalised as follows:

For the purpose of constructing invariant types, the type variables in $\{t_i\}_{i=1}^p$ must be instantiated from $Q$. The class invariant $\text{cin}(t_0)$ captures the specified upper/lower bounds on fields that must be satisfied for every object of the class. When such fields are updated, we statically ensure that their bounds are never violated. Given an instantiated class type, the rule [FIELDS] returns the variant types of the class fields using type promotion if necessary.

Local variable declaration $v$ is marked for read-write access via $v :: Ω$ as shown in the rule [LOCAL]. The rule for method call [Call] collects the flow-in for receiver and arguments, flow-out for the result and the method precondition.
5.2 Soundness

The soundness of our type system can be proven by relating to
dynamic evaluation semantics of the form:

\[ (\Pi, \varnothing) [e] \rightarrow (\Pi', \varnothing') [e'] \]

where \( \Pi \) and \( \varnothing \) denote runtime stack and heap, respectively.
This evaluation may yield three possible runtime errors, namely
\( E = \text{Error-Null} | \text{Error-Cast} | \text{Error-Type} \). The second error is due to
cast operations guarded by runtime checks inserted by the compiler.
The third error is due to an object of the wrong type being
written into a location with some expected static type. For well-typed
programs, this last error can never happen. The progress theorem
states that \( \text{Error-Type} \) cannot occur while the type preservation
theorem shows that the type of an expression is preserved with each
reduction step. We outline the two theorems below; details of proof
may be found in Appendices A, B and C.

**Theorem 1 (Progress).** Let \( \Gamma \) be an environment mapping
program variables to ground types. If \( \Gamma; \Sigma; Q \vdash e : \tau; \psi \) and
\( \Gamma; \Sigma; Q; \psi \models \Pi, \varnothing \), then either:

- \( e \) is a value, or
- \( \langle \Pi, \varnothing \rangle[e] \rightarrow \text{Error-Null} | \text{Error-Cast}, \text{or} \)
- there exist \( \Pi', \varnothing', e' \) such that \( \langle \Pi, \varnothing \rangle[e] \rightarrow (\Pi', \varnothing')[e'] \).

Note that the type rules are extended to include store typing \( \varnothing \).
\( \Gamma; \Sigma; \psi \models \Pi, \varnothing \) denotes a consistency relation that relates static and
dynamic semantics. The following theorem states the preservation
of type during dynamic evaluation.

**Theorem 2 (Preservation).** Let \( \Gamma \) be an environment mapping
program variables to ground types. If

\[ \Gamma; \Sigma; Q \vdash e : \tau; \psi \]
\[ \Gamma; \Sigma; Q; \psi \models \Pi, \varnothing \]
\[ \langle \Pi, \varnothing \rangle[e] \rightarrow (\Pi', \varnothing')[\bar{e}] \]

then there exists \( \Gamma', \Sigma' \) and \( Q' \) such that

\[ \Gamma' - \text{diff}(e, \bar{e}) = \Gamma - \text{diff}(\bar{e}, e) \]
\[ \Sigma' \supseteq \Sigma \]
\[ \Gamma'; \Sigma'; Q' \vdash \bar{e} : \tau; \psi \]
\[ \Gamma'; Q' \vdash \psi : \Pi, \varnothing \]

Function \( \text{diff}(e, \bar{e}) \) returns a list of local variables that appear in \( e \)
but not \( \bar{e}' \).

6. Casting and Cast Capture

While a key goal of a generic type system is to provide precise
information to eliminate unnecessary downcasts, there remains
always the need for cast operations to support the class subtyping
mechanism. Furthermore, the introduction of generics and variance
has complicated type casting as these operations must handle
type variables and nested variant types. For example, cast opera-
tions may target nested types, such as \( \text{Vector\{\text{\textcircled{B}}\\text{Vector\{\text{\textcircled{B}}\\text{Double}\}}}} \),
or those with type variables, such as \( \text{Vector\{\text{\textcircled{B}}\\text{X}\}} \).

However, existing solutions that support casting in Java 1.5
are restricted in that they use cast checks on the outermost type
constructor only [37], and rely on unchecked warnings that may
cause runtime errors (e.g., when a cast to type variable occurs). The
only system that supports casts operations fully (but for parametric
types) was proposed by Virolti and Natali [39]. Their technique
can be adapted to handle arbitrary variant types.

In the presence of single inheritance, we can classify each cast-
ing relation from \( t_0 \) to \( t \) into three categories: (1) safe upcast if
\( \Pi_0 < \Pi < \Pi_t \), (2) downcast with runtime check if \( \Pi < \Pi_t \), and (3) stupid
cast if \( \neg(\Pi_0 < \Pi < \Pi_t) \). However, in the presence of multiple
inheritance with interfaces, a class and an interface may be unrelated
but a valid downcast is still possible if the actual type is a subtype
of the two. Though it is possible to identify stupid cast with a more
complex test, namely \( \neg(\exists X. X \neq \text{\textcircled{B}} \wedge X < \Pi_0 < \Pi_t) \), we avoid it
for simplicity. Instead, we only check to ensure that the type variables
used in \( t \) have come from \( Q \). Our type rule to support a variant cast
operation is given below:

**Cast.**

\[ \begin{array}{ll}
\alpha \tau_0 & \Gamma(\alpha) \vdash e : \tau_0 < \tau \vdash Q \\
\Gamma; Q \vdash (t) : \tau \vdash Q \\
\end{array} \]

While casting is used to check a specific type for an object, we
often have to deal with objects of unknown types. For example,
we may have an object with a static type \( \text{List\{\text{\textcircled{B}}\\text{\textcircled{E}}\}} \), and we may be
interested to know its actual invariant type \( \text{List\{\text{\textcircled{D}}\\text{\textcircled{E}}\}} \), where \( \text{\textcircled{D}} \)
is an unknown type. To help identify the invariant type of a given
object, we introduce a cast capture construct based on reflection
mechanism:

\[ \{e = (t) : \tau \} \]

The following rules show how to type check the capture construct:

**Capture.**

\[ \begin{array}{ll}
\alpha \tau_0 & \Gamma(\alpha) \vdash e : \tau_0 < \tau \vdash Q \\
\Gamma; Q \vdash (t) : \tau \vdash Q \\
\end{array} \]

\[ \begin{array}{ll}
\alpha \tau_0 & \Gamma(\alpha) \vdash e : \tau_0 < \tau \vdash Q \\
\Gamma; Q \vdash e : \tau \vdash Q \\
\Gamma; Q \vdash (t) : \tau \vdash Q \\
\end{array} \]

Note that \( t \) is an invariant type of the form \( c(\Pi V_1) \); \( c \) should
have the same class type as \( e \), while the captured type variables \( V_1 \) stand
for unknown types. Each \( V_1 \) can be used in the expression \( e \) with its
flow captured by the collected flow \( (V_1 \wedge V_2) \).

The flow of captured type variables should not cause addi-
tional restriction or generalization at the method boundary. We next
present how the type system ensures the correct use of captured
type variables.

The actual type \( t \) obtained via reflection is guaranteed to be
more precise than \( \tau \)’s static type, \( \Gamma(\alpha) \). We call this guarantee re-
flection assumption. For each method, a relation \( \Gamma \vdash e : \Rightarrow C \), \( C \)
collects captured type variables, \( V_2 \), and their reflection assump-
tions, \( \psi_2 \) as follows:

\[ \begin{array}{ll}
\alpha \tau_0 & \Gamma(\alpha) \vdash e : \Rightarrow C \vdash V_2, \psi_2 \\
\end{array} \]

The method judgement is modified to exclude captured type
variables \( V_2 \) from the local type variables \( \psi_1 \). Additionally, the
expected flow \( \psi_1 \) is strengthened with reflection assumptions \( \psi_2 \).

**Method with Capture.**

\[ \begin{array}{ll}
\text{chkRecv}(\text{cn}, t_0) & \Gamma = [\{v_i : @ t_i\}]_{i=1}^n + (\text{this} : @ t_0) \\
\Gamma & = c(\Rightarrow C)_{\psi_2} \\
\psi_1 & = \psi_2 \wedge \exists t, \alpha \vdash Q \\
\psi_1 & = \psi_1 \wedge (\exists t_0 < \tau \vdash Q) \\
\psi_1 & = \psi_1 \wedge \exists t_0 < \tau \vdash Q \\
\end{array} \]

\[ \begin{array}{ll}
\text{cn} & \Gamma \vdash t_0 [t m n(|t_i \psi_i|)_{i=1}^n (V^*)] \text{ where } (\forall e \psi) \\
\end{array} \]

The proper flow of captured type variables is then ensured by the
entailment from the above rule.

6.1 Cast Capture Examples

The cast capture mechanism can also be viewed as a downcast to
the object’s invariant type. Unknown types that are captured (via
reflection) may be used in the program code, as shown in the ex-
ample below:
void addNode(List<@S> y, B z) where B:<A { List<@S> v; List<@S> w; {v = (List<@T>); y = new List<T>(); w.val = z; w.next = v.next; v.next = w; } }

Though we do not know the exact type of y, we can use a cast capture on (List<@T>) to obtain its invariant type. Correspondingly, the reflection assumption is A<T. We use the captured type T to build a List<@T> node, write z to w.val, and also reconstruct pointers for the linked list in a type-safe and yet generic way. For this example, the initial assumed flow is ψ1 ≡ (B:<A<:T), whereby B:<A is from the flow specification and A<:T is the reflection assumption. This initial assumed flow implies the collected flow constraint B<:ψ2, where ψ2 ≡ (S:<T AT:<SAB:<:S). Hence, modular verification holds for this example.

The same cast capture mechanism may also be used to capture an unknown invariant type, enabling a swap of elements within the same collection – without knowledge of its type. Consider:

```java
void swapVec(Vector<@V> v, int i, int j) {
Vector<@S> w; {v = (Vector<@T>); v1 = v; S v1 = w.elementAt(i); S v2 = w.elementAt(j); w.setElementAt(v2, i); w.setElementAt(v1, j); }
}
```

Note that input parameter v uses a bivariant type Vector<@> which can be used to support an argument of an arbitrary Vector object. The initial assumed flow is ψ1 ≡ true, while the collected flow is B<:ψ2, where ψ2 ≡ (S:<T AT:<S). Hence, the entailment ψ1 ≡ B<:ψ2 holds.

An example of a method that does not type check is presented below:

```java
Vector<@V> folly(Vector<@V> v) { Vector<@S> w; {w = (Vector<@T>); v2 = w; }
```

7. Implementation

We built a prototype for our variant parametric type system and carried out initial experiments to validate its feasibility. Our system was built using the Glasgow Haskell compiler [27], with a constraint solver (for handling subtyping constraints) implemented using Constraint Handling Rules (CHR) [13].

Our constraint solver employs a two-step algorithm to prove the non-structural subtype entailment of the form \( \forall V_G. (\psi_1 \Rightarrow \exists V_I. \psi_2) \). Note that \( \psi_1, \psi_2 \) are conjunctions of subtyping constraints, while \( V_G \) and \( V_I \) are sets of type variables. Even though the entailment from the [METHOD] rule may contain disjunctions, it can be reduced to entailments of the above form.

1. We eliminate the local type variables \( V_I \) (based on their upper and lower bounds) from \( \psi_2 \) to obtain \( \psi_2 \equiv \bigwedge_{i=1}^{n} X_i <:Y_i \) using techniques similar to [32, 38].

To support the language’s semantics a local type inference similar to [30, 23] is employed to identify appropriate instantiated types for local type variables or type parameters.

2. The resulting entailment \( \forall V_G. (\psi_1 \Rightarrow \exists \bigwedge_{i=1}^{n} X_i <:Y_i) \) is equivalent to \( \bigwedge_{i=1}^{n} \forall V_G. (\psi_1 \Rightarrow X_i <:Y_i) \). Each entailment can be proven by contradiction using the falsity of the formula \( \forall V_G. (\psi_1 \land \not sub_i (X_i, Y_i)) \), where \( \not sub_i (t_1, t_2) \) represents negation of subtyping relation.

Our constraint solver implements the variant subtyping rules (from Figure 3). Its deduction mechanism detects falsity based on pair of constraints of the form \( t_1 <: t_2 \) and \( \not sub_i (t_1, t_2) \). Our algorithm is a sound approximation of the subtype entailment problem.

The deduction mechanism can be further extended by the techniques of case analysis and inductive proving. However, from our experience working with large sets of Java library and application codes that have been annotated and checked with variant parametric types, we have yet to encounter real examples which require such extensions.

8. Experimental Results

To test the utility of our flow-based variant type system, we evaluated our prototype on a set of Java applications1 as used in [10, 14]. These applications make use of library classes from packages java.util, which we annotated with our variant parametric types. We counted each method declaration with flow specification, each class declaration with type parameters and each cast capture as a line of annotation. On average, these annotations constituted about 5.5% of the source code, which may be considered a reasonable price to pay for better reuse of type safe generic code.

Due to modular type checking, the time needed to verify type-safe generic code was less than one second for each library code and less than 30 seconds for each application code. We expect that the time can be reduced by using a specialised constraint solver. Currently, our prototype is based on a meta constraint handling system written in CHR (which compiled to a Prolog program under IC-Parc’s ECLiPSe system [2]).

![Figure 8 Results for Library Code](image_url)

Figures 8 and 9 show the experimental results for representative classes from the java.util package and application code (in terms of remaining casts). We counted the number of casts in Java 1.4 code (non-generic), Java 1.5 (annotated with wildcards) and our system (VPT - annotated with variant parametric types). The Java 1.5 compiler could not statically check some operations (especially those related to raw types and casts to type variables), and issued unchecked warnings since these operations cannot be verified by JVM runtime. Therefore, it is the programmer’s responsibility to ensure that all unchecked operations are in fact safe.

To summarize, our method can eliminate a significant portion (on average 87.9%) of the casts from non-generic Java 1.4 application code and 45.5% of the casts from wildcard-generic Java 1.5 application code. We have also made improvements for library code by eliminating about 60% casts from non-generic Java 1.4 code and about 75.8% casts from the wildcard-generic Java 1.5 code. Since our system fully supports casting for variant types, we can verify the unsafe operations for which the Java 1.5 compiler generates unchecked warnings. Note that Java 1.5 libraries contain more casts than Java 1.4 libraries do, since Java 1.4 containers are based on Object type instead of generic types. As expected, Java 1.4 application code requires more downcasts compared to Java 1.5 code.

9. Extensions

In this section, we present some features omitted in the main presentation for brevity.

The hierarchy of primitive types forms a separate lattice from reference types. Furthermore, it is not the case that \(\bot < p < Object\) for each primitive type \(p\). Due to such differences, primitives are excluded from use as type arguments for generic classes in Java 1.5. Furthermore, the type erasure algorithm for the parametric program will transform each parametric field into an Object type for backwards compatibility. This is invalid if primitive types are used as type arguments.

We now show how primitive types can be used as type arguments for generic classes in our system. First, we need to add two constraints to distinguish reference and primitive types, as shown below:

\[
\psi := \cdots | \ref{(t)} | \prim{(t)}
\]

As these two families of types are disjoint, we add the following CHR irrevocable rule:

\[
\ref{(t)} \land \prim{(t)} \leftrightarrow \text{false}
\]

Second, we need to consider primitive types in the new variant subtyping mechanism. In the new subtyping hierarchy, \(\mathbb{A}\) denotes any type (reference or primitive) while \(\mathbb{O}\) and \(\mathbb{I}\) denote only reference types (that are still equivalent, namely \(\mathbb{O} \equiv Object \equiv \mathbb{I}\)). The subtyping relation is changed accordingly: \(\mathbb{O} < \mathbb{A} < \mathbb{I}\) still holds while \(\mathbb{I} < \mathbb{O}\) does not hold anymore. Furthermore, we allow \(\bot < t\) and \(t < Object\) if and only if \(t\) is not a primitive type. To support these changes, we modify the main variant subtyping rules from Figure 3 to the following:

Programmers often make use of the instanceof test on the runtime type of an object prior to some operations. Due to flow and path insensitivity, the type system is currently unable to take advantage of such runtime testing of types. To help eliminate more cast operations, our compiler translates each program fragment of the form:

\[
\text{if } v \text{ instanceof } (t) \text{ then } e_1 \text{ else } e_2
\]

to use a special program construct with fresh \(v_0\) variable:

\[
\text{if } v \text{ instanceof } (t) \text{ then let } v_0 :: t = v \text{ in } [v_0 \mapsto v]e_1 \text{ else } e_2
\]

This construct is part of our core intermediate language, and it is generated prior to type checking. It is valid on the proviso that any assignment into \(v\) is a subtype of the more specific \(t\). A type rule corresponding to the new language construct is shown below:

\[
\begin{align*}
\text{LET-INSTANCEOF} & \\
& e_1 \equiv \text{let } v_0 :: t = v \text{ in } e \\
& \Gamma' = \Gamma \cup \{v_0 :: t\} \\
& \Gamma' ; Q \vdash e :: \tau, v_1 \quad \Gamma ; Q \vdash e_2 :: \psi_2 \\
& \Gamma ; Q \vdash \text{if } v \text{ instanceof } (t) \text{ then } e_1 \text{ else } e_2 :: \tau, v_1 \land \psi_2
\end{align*}
\]
Flow-sensitivity may also cause some loss in type precision (such that some downcasts cannot be statically verified) when the same local variable is used for objects with different variant parametric types. To rectify this, we could use Static Single Assignment (SSA) intermediate form [8] which is known to give better flow-sensitivity analysis results. Conversion of programs to SSA form can be handled in a preprocessing step, prior to type checking.

These techniques for incorporating path and flow sensitivity are quite standard, and were also explored in [41].

10. Conclusion

Software reuse has received much research interest for its boost to software development and maintenance productivities. Recently, generic type has become a major thrust in supporting software reuse. In reusing Java code, several works have proposed for refactoring legacy Java programs into those that use generic versions of popular container classes [10, 11, 14, 40].

Other works try to achieve precise Java type inference results in the presence of parametric polymorphism and data polymorphism in order to reduce the redundant cast operations [31, 1, 41]. The precision typically comes at the price of a whole program analysis. Every time when an application code is analysed, the reachable library code must also be re-analysed.

Variant parametric types attempt to increase language expressivity and code reuse by introducing another subtyping scheme, based on the notion of variance. This idea originated from the structured virtual types proposed by Thorup and Tørgersen [35]. Their work is the first to link access rights and covariant subtyping to the fields of each use of a class rather than the class itself. Igarashi and Viroli extended this concept to support contra- and bi-variance [17]. They also formalised the variant type system by mapping it into a corresponding existential type system [17, 18] for Featherweight Java. While Igarashi and Viroli’s design faithfully models the existential type system, it has been found to be too restrictive by the designers of Java 1.5. One improvement made in Java 1.5 is to allow each wildcard type to be opened without a corresponding close operation. This provides more flexibility for writing generic code, but weakens the link to the traditional pack/unpack mechanism of the existential type system. Hence, even though a full-scale language system has been implemented, the soundness of the wildcard type system is still under development (as of [36]). Other than Java, a recently developed language Scala [24] supports variance for parametric polymorphism. In contrast with our approach, Scala uses variance at declaration-site. However, an earlier version of Scala has experimented with the use-site variance mechanism that is consistent with the original system of Igarashi and Viroli but without the flexibility of the wildcard capture. This was considered to be too restrictive before the authors abandoned the approach.

Recently, generic types of C# [12] were extended with declaration-site variance following the design adopted for the language Scala.

Theoretical foundations of the variance have also been studied in the context of typed λ-calculi, where type operators are equipped with a polarity property [6, 33, 9]. These foundations have even been extended to handle higher-order functions, but are closer in nature to declaration-site variance, and have mostly been formalised in only a theoretical setting, without practical implementations.

In our paper, we have proposed a new approach based on flow analysis to support the variant parametric type system. We leverage prior knowledge that has been accumulated for flow analysis and entailment for non-structural subtyping constraints. Palis-berg and O’Keefe [25] show the equivalence of flow analysis and non-structural subtyping. Subtype entailment is known to be hard even for simple subtyping constraints. Rehof and Henglein determined the complexity of structural subtype entailment: for simple types, it is coNP-complete [15] and for recursive types it is PSPACE-complete [16], whereas their approach for non-structural subtyping with unary function symbols. Algorithms for non-structural subtype entailment (sound, but incomplete) were developed in Pottier [32], Trifonov and Smith [38]. While the decidability of non-structural subtype entailment remains an open problem, we use sound techniques based on these previous algorithms.

Our new approach is practically driven and can give better generic types. We have also augmented it with intersection types to support Java-like multiple (interface) inheritance. We have built a prototype system based on a set of syntax-directed type rules. This prototype is supported by a constraint-solver for variant subtyping, customised using CHR. Furthermore, our system supports full casting for variant types. Through a new cast capture mechanism, we can use reflection to handle objects with unknown types in a type-safe way. Experimental evaluation indicates that more downcasts can be eliminated by our approach, even when it is compared against the state-of-the-art type system from Java 1.5. Our flow-based approach to variant parametric type system is another step towards better genericity for type-safe object-oriented programs.
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A. Dynamic Semantics

The dynamic operational semantics of Variant CoreJava is described in small steps. Notations used are defined as follows.

<table>
<thead>
<tr>
<th>Locations</th>
<th>∈</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primitives</td>
<td>∈</td>
<td>prim = int</td>
</tr>
<tr>
<td>Values</td>
<td>=</td>
<td>Value</td>
</tr>
<tr>
<td>Subs</td>
<td>∈</td>
<td>Subs</td>
</tr>
<tr>
<td>Store</td>
<td>∈</td>
<td>Store</td>
</tr>
<tr>
<td>Variable Env</td>
<td>∈</td>
<td>Value</td>
</tr>
<tr>
<td>Object values</td>
<td>∈</td>
<td>ObjVal</td>
</tr>
</tbody>
</table>

TyPrim consists of primitive types. A type t maintained at runtime does not contain any variant information. If need be, it will be treated as one with invariant annotation ⊙. A runtime environment Π is a finite map from program variables to their associated values.
A value can be a location referencing an object or a pair containing a primitive value and a primitive type.

A runtime store \( \omega \) is a finite map from locations to object values. An object value is comprised of its type and its field values. We write \( \eta.f \) to denote the value of the field \( f \) of an object \( \eta \). When the object is referred by its location \( \iota \), we also write \( \iota.f \) to refer to the value of its field \( f \).

We overload the function \( \text{type} \) to accept (1) primitive value and return the primitive type; (2) location and return the type of the dereferenced object; (3) object and return the object type; and (4) object field and return the field type.

The variable environment \( \Pi \) is such a stackable mapping. We write \( \Pi[\nu/v] \) to denote an update of the value of the latest variable \( \nu \) to \( v \). We write \( \Pi + \{ \nu < v \} \) to denote an extension of \( \Pi \) to include a binding of \( \nu \) to \( v \). While \( \Pi - \{ \nu \} \) removes a subset of the mappings. Similar notations are used for the update and enhancement of object values and stores. In the case of store, we also provide an abbreviated notation \( \omega[\nu/f] =_df \omega(t, \xi) = \omega(t) \in \omega[(t, \xi[\nu/f]/\iota)] \). Given an object value, \( \eta = (t, \xi) \), we have \( \text{Flibs}(\eta) =_df \xi \).

We require some intermediate expressions for the dynamic semantics to follow through. Our syntax is thus extended from the original expression syntax as follows:

\[
e ::= \cdot \cdot \cdot | \eta | \nu | \text{ret}_a(v^*, e) | \text{ret}_t(Q, v^*, \tau, e)
\]

The expression \( \text{ret}_t(Q, v^*, \tau, e) \) is used to capture the result of evaluating a local block, and \( \text{ret}_a(Q, v^*, \tau, e) \) captures the result of method invocation. The set of variables \( v^* \) occurring in both result structures contain the local names and method parameters when entering the local body and method body respectively. They are dropped at the end of the local/method body’s evaluation. \( \tau \) captures the type of the result of method invocation, whereas \( Q \) captures the set of type variables declared in the method header. \( Q \) is an invariant used to facilitate our soundness proof.

The dynamic evaluation rules are of the following form:

\[
\begin{align*}
\Pi, \omega \vdash e & \rightarrow (\Pi', \omega') [e']
\end{align*}
\]

We shall formulate the rules using an exception-style semantics with three possible errors, namely

\[
E = \text{Error-Null} \mid \text{Error-Cast} \mid \text{Error-Type}.
\]

Whenever one such error is raised, the evaluation aborts. This error occurrence can be stated using \( (\Pi, \omega) \vdash e \rightarrow E \). The small-step dynamic call-by-name semantics is formalised in Fig 11, together with some auxiliary functions in Fig 12.

B. Soundness of Type System

Before formulating the soundness, we extend the static semantics of the language to include those intermediate expressions given in Sec A. In the process, we require introduction of a store typing to describe the type of each location. This ensures that objects created in the store during run-time are type-wise consistent with that captured by the static semantics. Store typing is conventionally used to link static and dynamic semantics. In our case, it is denoted by:

\[
\Sigma \in \text{StoreType} = \text{Location} \rightarrow_{fm} \text{Type}
\]

Judgements in the static semantics will be extended with store typing, as follows:

\[
\Gamma; \Sigma; Q \vdash e :: \tau, \psi
\]

The static semantics for these intermediate expressions is shown in Figure 13.

The soundness of our static semantics relies on the following consistency relationship between the static and dynamic semantics, defined as follows:

\[
\begin{align*}
\text{dom}(\Pi) = \text{dom}(\Gamma) & \quad \text{dom}(\omega) = \text{dom}(\Sigma) \\
\forall e \in \text{dom}(\Pi) \cdot \forall \rho_1 \in \text{Subs} \cdot \exists \rho_2 \in \text{Subs} \\
\text{dom}(\rho_1) = Q \quad \rho_1 = \rho_2 & \quad \rho_1 \land (\rho(\psi) \Rightarrow (\Pi(\psi) \in \text{prim} \Rightarrow \text{type}(\Pi(v)) < \rho(\Gamma(v))) \land (\Pi(v) \in \text{Location} \Rightarrow (\text{type}(\omega_{\Pi}(\Pi(v)))) < \rho(\Gamma(v))))
\end{align*}
\]

In the above relation, \( \rho_1 \) is a ground substitution of local type variables occurring in the constraint \( \psi \), and the composition of substitutions is recursively defined as: \( (\rho_1 \circ \rho_2)(v) = g (v \in \text{dom}) \) then \( \rho_2(v) \) else \( \rho_1(v) \).

The following theorem states the progress of well-typed expressions.

**THEOREM 1 (PROGRESS)** Let \( \Gamma \) be an environment mapping program variables to ground types. If \( \Gamma; \Sigma; Q; \psi \models \Pi, \omega, \tau, \psi \), then either

- \( e \) is a value, or
- \( (\Pi, \omega) \vdash e \rightarrow \text{Error-Null} \mid \text{Error-Cast}, \text{or} \)
- there exist \( \Pi', \omega', e' \) such that \( (\Pi, \omega) \vdash e \rightarrow (\Pi', \omega') [e'] \).

A proof of Theorem 1 can be found in Appendix C.1.

The next theorem states that each well-typed expression preserves its type under reduction with a runtime environment and a store which are consistent with the compile-time counterparts.

**THEOREM 2 (PRESERVATION)** Let \( \Gamma \) be an environment mapping program variables to ground types. If

\[
\begin{align*}
\Gamma; \Sigma; Q; \psi \models \Pi, \omega, \tau, \psi \quad (\Pi, \omega) \vdash e \rightarrow e' \\
\Sigma \supseteq \Sigma
\end{align*}
\]

then there exists \( \Gamma', \Sigma' \) and \( Q \) such that

\[
\begin{align*}
\Gamma - \text{diff}(e, e') = \Gamma - \text{diff}(e, e') & \quad \Sigma' \supseteq \Sigma
\end{align*}
\]

\[
\begin{align*}
\Gamma; \Sigma; Q; \psi \models \Pi, \omega, \tau, \psi \\
\Gamma; \Sigma; Q; \psi \land \psi' \models \Pi, \omega, \tau
\end{align*}
\]
Figure 11. Dynamic Semantics

Figure 12. Dynamic Semantics: Auxiliary Definitions
FUNCTION $diff(e, e')$ returns a list of local variables that appears in $e$ but not $e'$:

$$diff(e, e') = df \begin{array}{ll}
\text{lst} & = \text{local}(e) \\
\text{lst} & = \text{local}(e') \\
\text{nl} & = \text{length(lst)} - \text{length(lst)} \\
in & = (\text{take(n, lst)} < n \geq 0) \end{array}$$

$$take(n, lst) = df \begin{array}{ll}
x < b \land y & = df \begin{array}{ll}
\text{nl} & = \text{length(lst)} - \text{length(lst)} \\
in & = (\text{take(n, lst)} < n \geq 0) \\
x < b & = df \begin{array}{ll}
\text{nl} & = \text{length(lst)} - \text{length(lst)} \\
in & = (\text{take(n, lst)} < n \geq 0) \\
x < b & = df \begin{array}{ll}
\text{nl} & = \text{length(lst)} - \text{length(lst)} \\
in & = (\text{take(n, lst)} < n \geq 0)
\end{array}

\end{array}
\end{array}$$

FUNCTION $local(e)$ returns a list of sets of local variables. It is defined as follows:

$$local(e) = df \begin{array}{ll}
\text{case} e \text{ of}
\text{let v, e} & \rightarrow local(e) + + \{v^*\} \\
\text{ret}(v', e) & \rightarrow local(e) + + \{v^*\} \\
w = e & \rightarrow local(e) \\
(t = e_1; e_2) & \rightarrow \{e_1\} \\
ev & \rightarrow \emptyset
\end{array}$$

Note that $\Gamma - \{\} = df \Gamma, \Gamma = (x : S) + + S = df (\Gamma - S) - S$. The proof is simple: induction over the depth of type derivation of expression $e$. A proof of Theorem 2 can be found in Appendix C.2.

C. Proofs of Theorems

C.1 Proof of Theorem 1 (Progress)

By induction over the depth of type derivation for expression $e$.

Cases: $[\text{null}, \text{void}, \text{value}, \text{loc}, \text{obj}]$, Trivial.

Case $[\text{var-field}]$. We deal with expression $w$. As $w = v \mid f$ is well-typed, the evaluation rule $[\text{D-Var-FD}]$ is followed, the evaluation either reports an Error-Null or advances one step yielding a value.

Case $[\text{assign}]$. We deal with expression $w = e$. From type rule, we have $\Gamma; \Sigma; Q \vdash e : \emptyset; \triangleright; w, \psi$. By induction hypothesis, either (i) $e$ is a value $\nu$, or (ii) $(\Pi, \varpi)[e] \rightarrow Error$, or (iii) $(\Pi, \varpi)[e] \rightarrow (\Pi', \varpi')[e']$.

Subcase (i): Let the runtime type of $\nu$ be $\nu_i$ and that of $w$ be $t_i$. Then, we have $t_i < t < t_i$. Hence, the updf function at $[\text{D-Assign-2}]$ will not throw Error-Type exception, and proceed to update the runtime environment $\Pi$ or the runtime store, as described in $[\text{D-Assign-2}]$.

Subcase (ii): This will result in the execution of $(\Pi', \varpi')[w] = e$ aborted with Error.

Subcase (iii): This will result in the execution of the assignment to reach $(\Pi', \varpi')[w = e']$, via $[\text{D-Assign-1}]$.

Case $[\text{seq}]$. We have $\Gamma; \Sigma; Q \vdash e_1 : \emptyset; t; \psi_1$. By induction hypothesis, either (i) $e_1$ is a value $\nu$, or (ii) $(\Pi, \varpi)[e_1] \rightarrow Error$, or (iii) $(\Pi, \varpi)[e_1] \rightarrow (\Pi', \varpi')[e_1']$.

Subcase (i): The execution proceeds to reach $(\Pi', \varpi')[e_2]$ unconditionally, according to $[\text{D-Seq-1}]$.

Subcase (ii): The execution will be aborted with Error exception.

Subcase (iii): The execution proceeds to reach $(\Pi', \varpi')[e_1', e_2]$, according to $[\text{D-Seq-1}]$.

Case $[\text{local}]$. Given that $\Gamma; \Sigma; Q \vdash t = e_1 : e_2 : \tau_1, \psi_1 \wedge \psi_2$. We have $\Gamma; \Sigma; Q \vdash e_1 : \emptyset; t; \psi_1$. By induction hypothesis, either (i) $e_1$ is a value $\nu$, or (ii) $(\Pi, \varpi)[e_1] \rightarrow Error$, or (iii) $(\Pi, \varpi)[e_1] \rightarrow (\Pi', \varpi')[e_1']$.

Subcase (i): Let the runtime type of $\nu$ be $\nu_i$ and the runtime type of $t$ be $\tau$. As the consistency relation holds between the static and the dynamic semantics, we have for all ground substitution $\rho$, $\rho(\nu_i) = \nu_i$. Hence, either $\rho(\nu_i) = \rho(t)$, or $\rho(\nu_i) = \rho(t)$. Since $\rho(\nu_i) = \rho(t)$, the execution proceeds to next state according to the rules $[\text{D-Cast}]$.

Subcase (ii): The execution will proceed to $(\Pi', \varpi')[t v = e_1; e_2]$ according to $[\text{D-Bk-0}]$.

Subcase (iii): The execution will proceed to $(\Pi', \varpi')[t v = e_1; e_2]$ according to $[\text{D-Bk-1}]$.

Case $[\text{new}]$. Given $\Gamma; \Sigma; Q \vdash \text{new} e_i(t_1, \ldots, t_p) : \tau, \psi_i$, let $t_i$ (for all $i = 1, q$) and $t_q$ (for all $1 \leq i < p$) be the runtime types of arguments and value arguments to new. We have, for all ground substitution $\rho$, $\rho(\nu_i) = \Lambda^*_{i=1} t_i(\rho(t_i))$ and $\rho(\nu_i) = \Lambda^*_{i=1} t_i(\rho(t_i))$. Furthermore, $\rho(\nu_i) = \Lambda^*_{i=1} t_i(\rho(t_i))$. Hence, both calls to chk and subType at runtime do not fail, and the execution proceeds to the state $(\Pi', \varpi')[e_i]$, where $e_i$ is the location referencing the new object.

Note that $\Gamma - \{\} = df \Gamma, \Gamma - ((x : S) + + S) = df (\Gamma - S) - S$. The proof is simple: induction over the depth of type derivation of expression $e$. A proof of Theorem 2 can be found in Appendix C.2.
and the execution proceeds to the state $(\Pi, \varpi)[e]$ according to [D-Call].

C.2 Proof of Theorem 2 (Preservation)

The proof for Theorem 2 requires several lemmas.

**Lemma 3 (Type Substitution).** If $\Gamma; \Sigma; Q \vdash e : : \tau, \psi$, then for all substitution $\rho$ such that $\vdash (\rho(\psi))$, we have $\rho(\Gamma); \rho(\Sigma); Q \vdash \rho(e) :: \rho(\tau), \rho(\psi)$.

The proof is by induction on a derivation of $\Gamma; \Sigma; Q \vdash e :: \tau, \psi$.

The next lemma, called assumption weakening lemma, states that the static judgment remains valid despite a variation of its assumption. This assumes the store type $\Sigma$ to have unbounded mapping of locations to types. However, the type environment $\Gamma$ takes the form of stackable mapping between variables and types, and is allowed to grow (by pushing in new mappings) and shrink (by popping out mappings from stack). The lemma states that such change to type environment preserves the type judgment, if the change are properly constrained.

**Lemma 4 (Assumption Weakening).** Given that the following judgment holds:

$$\Gamma; \Sigma; Q \vdash e :: \tau, \psi$$

Let $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ be such that:

- $\text{vars}(e) \subseteq \text{dom}(\hat{\Gamma}) \cap \text{dom}(\hat{\Sigma})$
- $Q \subseteq \hat{Q} \subseteq \hat{Q}$
- $\forall v^* \cdot (\hat{\Gamma} - \{v^*\}) = \hat{\Gamma} \cap (\hat{\Sigma} - \{v^*\}) = \hat{\Sigma} \geq \Sigma$

Then, there exists $\hat{\psi}$ such that $\vdash \hat{\psi} \iff \psi$ and

$$\hat{\Gamma}; \hat{\Sigma}; \hat{Q} \vdash e :: \tau, \hat{\psi}$$

The call $\text{vars}(e)$ returns all program variables occurring in $e$, whereas $\text{vars}(\psi)$ returns all (type) variables occurring in $\psi$.

**Proof of Lemma 4:** By structural induction on the static semantics of the form $\Gamma; \Sigma; Q \vdash e :: \tau, \psi$. For any $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$, we say that they satisfy the premises of the Lemma if the following holds:

- $\text{vars}(e) \subseteq \text{dom}(\hat{\Gamma}) \cap \text{dom}(\hat{\Sigma})$
- $Q \subseteq \hat{Q} \subseteq \hat{Q}$
- $\forall v^* \cdot (\hat{\Gamma} - \{v^*\}) = \hat{\Gamma} \cap (\hat{\Sigma} - \{v^*\}) = \hat{\Sigma} \geq \Sigma$

Cases:
- **null, void, loc, obj, value.** Trivial.
- **var-field.** We deal with expression $w$, where $w = v \mid v.f$. For any $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ satisfying the premise of the lemma, we see that $\Gamma(v) = \hat{\Gamma}(w)$. Hence, $\Gamma; \hat{\Sigma}; \hat{Q} \vdash w : \tau, \psi$.
- **assign.** We deal with expression $w = e$. We have $\Gamma; \hat{\Sigma}; \hat{Q} \vdash e :: \oplus t, \psi$ for $\alpha = \text{GetType}(\Gamma, w) = \text{GetType}(\Gamma, w)$. The desired result is then derived by induction hypothesis.
- **local, seq, cond, while, cast, capture, elfd, elfm.** By induction hypothesis.
- **new.** The result holds because $\Gamma(v_i) = \hat{\Gamma}(v_i)$, for all $i = 1..p$.
- **call.** The result holds because $\Gamma(v'_i) = \hat{\Gamma}(v'_i)$ for all $i = 1..q$.

**Proof of Theorem 2** This can be proven by induction over the depth of type derivation of expression $e$.

Cases **[null, void, loc, obj, value].** Vacuously true.

**Cases [var-field].** This can be proven by setting $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to $\Gamma, \Sigma$ and $Q$ respectively.

**Cases [assign].** There are two rules by which one-step derivation can be applied:

Subcase [D-assign-1]: By induction hypothesis, there exists $\Gamma', \Sigma'$ and $Q'$ such that $\Gamma'; \Sigma'; Q' \vdash e' :: \oplus t', \psi'$ and which satisfies the premise of the theorem. Since $\oplus t' < \oplus t$, we thus have $\Gamma''; \Sigma''; Q'' \vdash e'' :: \oplus t, \psi''(\psi')$, where $\vdash \oplus t' < \oplus t \Rightarrow \psi''$. The desired result can then be proven by setting $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to $\Gamma'', \Sigma''$ and $Q''$ respectively.

Subcase [D-assign-2]: Consider the assignment to a variable $v$. Given that $\text{upd}(\Pi, \varpi, w, \nu)$ returns successfully $(\Pi', \varpi')$, it must be the case that $\text{type}(\nu') < \text{type}(\Pi'(\nu'))$. The desired result can then be proven by setting $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to $\Gamma', \Sigma$ and $Q$ respectively. Similar argument applies to the assignment to a field.

**Cases [seq].** There are two rules by which one-step derivation can be applied:

Subcase [D-seq-1]: By induction hypothesis, there exists $\Gamma', \Sigma'$ and $Q'$ that establishes the consistency relation at the hypothesis. We elect $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to be $\Gamma', \Sigma'$ and $Q'$ respectively to obtain the desired result.

Subcase [D-seq-2]: By setting $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to $\Gamma$, $\Sigma$ and $Q$ respectively.

**Cases [while].** Similar as the argument for case [cond].

**Cases [local].** There are two rules to consider:

Subcase [D-BL-1]: By induction hypothesis.

Subcase [D-BL-2]: Since subtype $(\nu', \tau, t, \nu)$ and $\Sigma$ used in [local] remain consistent with $\Pi'$ and $\varpi$ in this subcase. We set $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to $\Gamma', \Sigma$ and $Q$ respectively.

**Cases [cast].** This can be proven by setting $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to $\Gamma$, $\Sigma$ and $Q$ respectively.

**Cases [capture].** The argument for one-step derivation [D-capture] is similar to that for case [D-assign-2], except for the assignment of runtime type information of $\nu$ to the type variables occurring in $\tau$. This assignment proceeds successfully because of the premise of [capture]. We set $\hat{\Gamma}, \hat{\Sigma}$ and $\hat{Q}$ to $\Gamma$, $\Sigma$ and $Q$ respectively. It suffices to show that $\Gamma; \hat{\Sigma}; \hat{Q} \vdash (\rho)(\psi) :: \tau, \hat{\psi}$. This is true by applying Type Substitution Lemma to the following premise of [capture]: $\Gamma; \Sigma; Q \vdash e :: \tau, \psi_2$.

**Cases [new].** We set $\Gamma = \hat{\Gamma}, \Sigma = \hat{\Sigma} + \{t \mapsto \odot c(\odot t_0)_{i=1}^n\}$ and $Q = \hat{Q}$.

**Cases [call].** The fact that $\hat{t}$, as obtained from $\text{elfm}$, is a subtype of $\tau$ obtained from [call], is established from the result of $\text{elfm}$ and the constraint $\rho(\oplus t) < \tau$ occurred in $\psi$ in the premise of [call]. Finally, by assumption weakening rule, we set $\Gamma = \Gamma + \{v_i :: \oplus t_i\}_{i=1}^n + \{\text{this} :: \oplus t_0, \Sigma = \hat{\Sigma}, Q = \hat{Q} \cup \{V^*\}\}$.

**Cases [elfd, elfm].** There are two subcases for consideration:

Subcase [D-Ret-d-1, D-Ret-m-1]: By induction hypothesis.

Subcase [D-Ret-d-2, D-Ret-m-2]: By induction hypothesis and the Assumption Weakening Lemma.