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Abstract

In this thesis, we deal with the specification formalism of modal transition systems (MTS). We introduce several extensions thereof and discuss their relationships and modelling capabilities. Apart from extending the modalities of MTS, we consider timed and priced extensions as well as systems with infinite state space. We also compare the behavioural framework of MTS and its extensions to logical frameworks.

The main focus of the thesis lies on algorithms for verification and analysis of the introduced MTS extensions. We cover refinement checking, model checking, standard logical and structural operations as used in specification theories as well as synthesis of implementations satisfying given logical formulae or optimality with respect to a given price scheme. Beside theoretical aspects such as establishing complexity of investigated problems, we also deal with practical issues such as heuristics and tool support.

Shrnutí

Tato dizertační práce studuje specifikační formalizmus zvaný modální přechodové systémy (MTS). Zavádíme několik rozšíření MTS a rozebíráme jejich vzájemné vztahy a modelovací sílu. Zaprvé rozšířujeme modality MTS, zadruhé uvažujeme rozšíření s prvky času a ceny a zatřetí zavádíme různé třídy MTS s nekonečně mnoha stavy. Rovněž tato rozšíření MTS srovnáváme jako formalizmy automastové s formalizmy logickými.

Těžišť práce se nachází v oblasti algoritmické analýzy a verifikace uvedených systémů. Zajímá nás především kontrola zjemňování, ověřování modelu, obvyklé logické a strukturální operace používané v kontextu specifikačních teorií, automatická tvorba implementací splňujících danou logickou formuli či optimalitu vzhledem k danému cenovému schématu. Věnujeme se jak teroretickým otázkám, zejména složitosti zkoumaných problémů, tak i praktickým aspektům, zejména heuristikám a softwarovému nástroji pro podporu práce s MTS.
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Chapter 1

Introduction

Year by year, software systems tend to be larger, more complex and reusing more code. Under these conditions, it is virtually impossible to create error-free systems despite extensive testing. In contrast, formal methods can be used not only for bug finding but also for verifying the absence of errors and even for development of correct-by-design software. The major advantage of the formal frameworks are guarantees given with mathematical certainty.

The key idea of formal methods and, in particular, formal verification is to first specify a property the system should satisfy and then to verify that this is indeed the case. The specification language should be equipped with mathematically precise meaning so that the verification can give reliable results and be done automatically. An alternative to verification is refinement of the original specification into an implementation, which is guaranteed to satisfy the specification, for the refinement is designed to preserve the properties of interest. The refinement can be done in one step, where the implementation is synthesized from the specification, or in more steps in a process of stepwise refinement. The latter is particularly useful when some details of the requirements are not known at the beginning of the design process, or synthesis of the whole system is unfeasible, or in the component-based design where other systems can be reused as parts of the new system.

The difference between verifying and refining systems is reflected in two fundamentally different approaches to specifying properties of systems. Firstly, the logical approach makes use of specifications given as formulae of temporal or modal logics. Secondly, the behavioural approach requires specifications to be given in the same formalism as implementations. The former relies on efficient model checking algorithms in order to verify systems. The latter exploits various equivalence and refinement checking methods. In this thesis, we combine the two approaches.

Example 1.1 Consider the scenario of developing a piece of software illustrated in Fig. 1.1. We start with a viewpoint $V_1$ on the system, e.g. the client’s view on the service functionality. This gets iteratively refined into a more concrete description $V_m$. Further, assume there is also another viewpoint $W_1$, e.g. a description of the service from the server point of view, which is refined in a similar fashion resulting in $W_n$. After these viewpoints are precise enough (although still very under-
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specified), we merge them into one, say $S$, using an operation of conjunction. The complete description is now modelled by $S$, which is to be implemented. Suppose we have components $C$ and $D$ at our disposal, which perform subroutines needed in $S$. We put $C$ and $D$ together into a component $T$ using an operation of parallel composition. What remains to be designed is a component $X$ that we can compose with $T$ in parallel so that the result conforms to the specification $S$. The most general such $X$ is called the quotient of $S$ by $T$. Once we have $X$ we can further refine the underspecified behaviour in any desired way resulting in a specification $Y$. The final step is to automatically synthesize an implementation $Z$ that, for instance, satisfies additional temporal logic constraints $\varphi$ and/or is the cheapest implementation with respect to specified costs $C$.

![Figure 1.1: An example of a component-based step-wise design scheme](image-url)

Figure 1.1: An example of a component-based step-wise design scheme
A good specification theory should allow for all the operations mentioned in the example and efficient algorithms to compute them. Moreover, it should be expressive enough to allow for convenient modelling. The behavioural formalism of modal transition systems (MTS) [LT88] provides a convenient basis for such a theory and has already attracted a lot of attention. Unfortunately, it does not satisfy either of the stipulations completely. In this thesis, we design extensions of MTS that meet all these demands and provide efficient algorithms for their analysis such as the mentioned operations, refinements, verification and synthesis. Moreover, we provide a link between the MTS extensions and logics, thus building a bridge between the behavioural and the logical world, allowing us to combine them, enjoying the best of both worlds.

1.1 History of modal transition systems

Modal transition systems (MTS) were introduced by Larsen and Thomsen [LT88] a quarter of a century ago. The goal was to obtain an operational, yet expressive specification formalism meeting the demands discussed above. Their main advantage is that they are a simple extension of labelled transition systems, which have proved appropriate for behavioural description of systems as well as their compositions.

MTS consist of a set of states and two transition relations. The must transitions prescribe what behaviour has to be present in every refinement of the system; the may transitions describe the behaviour that is allowed, but need not be realized in the refinements. This allows us to underspecify non-critical behaviour in the early stages of design, focusing on the main properties, verifying them and sorting out the details of the yet unimplemented non-critical behaviour later.

Example 1.2 An MTS specification of a coffee machine is displayed in Fig. 1.2 on the left. May transitions are depicted using dashed arrows, must transitions using solid arrows. In the left state, the machine can either start to clean or accept a coin. It may not always be possible to take the coin action, but if we do so the machine must offer coffee and possibly supplement the choice with tea. An implementation of this specification is displayed on the right. Here the clean is scheduled regularly after every two beverages. In addition, tea can always be chosen instead of coffee.

Figure 1.2: An MTS specification and its implementation
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The formalism of MTS has many applications, most importantly in compositional reasoning and design as recognized in the ARTIST Network of Excellence [ART] and several other related European projects. It has proven to be useful in practice. Industrial applications are as old as [Bru97] where MTS have found use for an air-traffic system at Heathrow airport. Besides, MTS are advocated as an appropriate base for interface theories in [AHL+08a, RBB+09b, RBB–09a, RBB+11] and for product line theories in [LNW07a, Nym08]. Further, MTS-based software engineering methodology for design via merging partial descriptions of behaviour has been established in [UC04, BCU06, UBC07] and using residuation in [Rac07, Rac08, Ben08]. The MTS specification formalism is supported by several tools, e.g. [BLS95, DFFU07, BML11]. Furthermore, MTS are used for program analysis using abstraction [GHJ01, DGG97, Nam03, DN04, dAGJ04, NNN08, CGLT09, GNRT10].

Over the years, many extensions of MTS have been proposed. While MTS can only specify whether or not a particular transition is required, some extensions equip MTS with more general abilities to describe what combinations of transitions are possible. Disjunctive MTS (DMTS) [LX90] can specify that at least one of a given set of transitions is present. One-selecting MTS [FP08] specify that exactly one of them is present. Acceptance automata [Rac07] can even express any Boolean combination of transitions, but only for deterministic systems. In all the mentioned cases, every must transition is also automatically a may transition, modelling that whatever is required is also allowed. Sometimes this assumption is dropped and the two transition relations are given independently, giving rise to mixed transition systems (MixTS) [DGG97].

These formalisms have also been studied under other names in different contexts. To some extent equivalent variations of MTS have been adapted for model-checking: Kripke Modal Transition Systems (KMTS) [HJS01], Partial Kripke Structures [BG00], and 3-valued Kripke structures [CDEC03]. In the same manner MixTS correspond to Beinap transition systems [GWC06a]. Further, DMTS correspond to Generalized KMTS [SG04] or Abstract transition systems [dAGJ04]. While the variants of MTS and MixTS have been used in practical symbolic model-checkers (e.g. [CDEC03, GC06, GWC06b]), the “hypermust” transitions in DMTS are hard to encode efficiently into BDDs. A comparison of usability of these systems for symbolic model checking can be found in [WGC09]. Acceptance automata were also studied as acceptance trees [Hen85].

The relationship of MTS to logic was studied in [BL92, FP07]. It is established that MTS are equivalent to a fragment of Hennessy-Milner logic (HML) [HM80] where the formulae are “consistent and prime”. This raises further questions on the relationship of the form “What corresponds to the notion X of one world in the other world?” For instance, we would like implementations of an MTS to be exactly models of the corresponding formula. Further, one would like to capture refinement by implication similarly to the refinement calculus for HML with re-
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Moreover, we would like both formalisms to be closed under the desired operations and describe the operations in one world using some notions of the other world, see Fig. 1.3. Finally, it would be elegant if both formalisms were defined naturally and not only as subclasses of other formalisms defined ad hoc in an artificial manner.

<table>
<thead>
<tr>
<th>Logic</th>
<th>MTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Implementation</td>
</tr>
<tr>
<td>Entailment</td>
<td>=</td>
</tr>
<tr>
<td>Conjunction ∧</td>
<td>?</td>
</tr>
<tr>
<td>Disjunction ∨</td>
<td>?</td>
</tr>
<tr>
<td>?</td>
<td>Parallel composition</td>
</tr>
<tr>
<td>?</td>
<td>Quotient /</td>
</tr>
</tbody>
</table>

Figure 1.3: Correspondences between the logical and the behavioural world

1.2 Contribution of the thesis

Here we only give a very brief and high-level account on the contribution of the thesis. For a technical summary, we refer the reader to Chapter 6.

We introduce several extensions of MTS. Firstly, we extend the mechanism to specify which transitions are present and which not (Paper A and C) and examine their expressive power (Paper A and F). We identify a robust class of disjunctive MTS with more initial states. We provide a translation between this class (and several equally expressive classes) and the Hennessy-Milner logic with greatest fixed points (also denoted νHML or the ν-calculus). This enables us to use mixtures of behavioural and logical specifications (Paper G).

Secondly, we extend the underlying graph structures of MTS. We consider systems with time durations of actions and pricing of actions, where we combine one-shot investment price for the hardware and cost for running it per each time unit it is active. This is useful for modelling embedded systems, where safety comes along with economical requirements (Paper D). Further, we consider infinite state systems generated by finite rules to model infinite memory or communication between dynamically created threads (Paper E).

Furthermore, on the computational side, we provide algorithms for refinements (Paper B, C, E, and F), operations (Paper B and G), model checking (Paper B and I), and computing the cheapest implementation (Paper D). Finally, we also provide a tool support for most of the discussed functionality (Paper H).

1.3 Publication summary

In Appendix, we present the following papers:
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B Nikola Beneš, Ivana Černá, and Jan Křetínský. Modal transition systems: Composition and LTL model checking. ATVA, 2011. [BČK11]


E Nikola Beneš and Jan Křetínský. Modal process rewrite systems. ICTAC, 2012. [BK12]

F Jan Křetínský and Salomon Sickert. On refinements of Boolean and parametric modal transition systems. ICTAC, 2013. [KS13b]

G Nikola Beneš, Benoît Delahaye, Uli Fahrenberg, Jan Křetínský, and Axel Legay. Hennessy-Milner logic with greatest fixed points as a complete behavioural specification theory. CONCUR, 2013. [BDF+13]


1.3.1 Other co-authored papers

For the sake of completeness, apart from the presented papers, we also list other co-authored papers, which are, however, not a part of this thesis.

More papers on modal transition systems
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Papers on temporal logics

- Tomáš Brázdil, Vojtěch Forejt, Jan Křetínský, and Antonín Kučera. The satisfiability problem for probabilistic CTL. LICS, 2008. [BFKK08]

- Jan Křetínský and Javier Esparza. Deterministic automata for the (F,G)-fragment of LTL. CAV, 2012. [KE12]


- Krishnendu Chatterjee, Andreas Gaiser, and Jan Křetínský. Automata with generalized Rabin pairs for probabilistic model checking and LTL synthesis. CAV, 2013. [CGK13]


Papers on stochastic continuous-time systems

- Tomáš Brázdil, Vojtěch Forejt, Jan Krčál, Jan Křetínský, and Antonín Kučera. Continuous-time stochastic games with time-bounded reachability. FSTTCS, 2009. [BFK+09]

- Tomáš Brázdil, Jan Krčál, Jan Křetínský, Antonín Kučera, and Vojtěch Řehák. Stochastic real-time games with qualitative timed automata objectives. CONCUR, 2010. [BKK+10]


- Tomáš Brázdil, Holger Hermanns, Jan Krčál, Jan Křetínský, and Vojtěch Řehák. Verification of open interactive Markov chains. FSTTCS, 2012. [BHK+12]
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1.3.2 Summary

The author has published 3 journal papers (2×Information and Computation, Theoretical Computer Science), 17 conference regular papers (2×ATVA, 3×CAV, 4×CONCUR, 2×FSTTCS, HSCC, 3×ICTAC, LICS, LPAR), 3 conference tool papers (3×ATVA), 1 workshop paper (MEMICS) and 1 conference poster paper (ICPE), altogether 25 papers. The current number of citations according to Google Scholar is 238 including self-citations with the h-index 9, and 140 without self-citations with the h-index 6.

1.4 Outline of the thesis

Chapter 2 introduces modal transition systems formally, recalls several logics used later in the thesis, and explains the stipulations on good specification formalisms. Chapter 3 discusses previous and new extensions of MTS with respect to specifying the combinations of present transitions. Chapter 4 discusses previous and new extensions of MTS with respect to the underlying graph structure of the MTS. In Chapter 5, results on refinements, operations, implementation synthesis, and the tool are presented and related to previously known results. Chapter 6 summarizes the contribution of the thesis and new results of the respective papers and gives an account of ongoing and possible future work. In Appendix, we present preprints of Papers [BK10, BCK11, BKL+11, BKL+12, BK12, KS13b, BDF+13, KS13a, EK14] without appendices. We also include permissions to publish the preprints of the papers within this thesis as they were sent to the publisher.

The reader is assumed to have some familiarity with labelled transition systems, logic, and complexity to the extent of standard basic courses.
Chapter 2

Preliminaries

Properties of systems can be specified and verified using two fundamentally dif-
ferent approaches. Firstly, the behavioral approach exploits various equivalence
or preorder relations and methods to check them, provided the specifications are
given in the same formalism as implementations. Secondly, the logical approach
uses formulae of temporal or modal logics as specifications and relies on model
checking algorithms. In this chapter, we introduce a behavioural framework of
modal transition systems as well as several logics. Later in the thesis, we relate
and combine them.

2.1 Modal transition systems

The original modal transition systems were introduced in [LT88] as follows:

Definition 2.1 (Modal transition system) A modal transition system (MTS) over
an action alphabet $\Sigma$ is a triple $(P, \rightarrow, \rightarrow)$, where $P$ is a set of processes and
$\rightarrow \subseteq \rightarrow \subseteq P \times \Sigma \times P$ are must and may transition relations, respectively.

Observe that $P$ is not required to be finite. We often use letters $s, t, \ldots$ to denote
processes of MTS. Whenever it is clear from the context, we refer to processes
without explicitly mentioning their underlying MTS.

The most fundamental notion of the theory of modal transition systems is the
modal refinement. Intuitively, a process $s$ refines a process $t$ if the specification $s$
concretizes the one of $t$ (or in other words, $t$ is more abstract than $s$). Technically,
this is ensured by (1) only allowing in $s$ what is already allowed in $t$ and (2)
requiring in $s$ what is already required in $t$.

Definition 2.2 (Modal refinement) Let $(P_1, \rightarrow_1, \rightarrow_1), (P_2, \rightarrow_2, \rightarrow_2)$ be MTS
over the same action alphabet and $s \in P_1, t \in P_2$ be processes. We say that $s$
modally refines $t$, written $s \leq_m t$, if there is a refinement relation $R \subseteq P_1 \times P_2$
satisfying $(s, t) \in R$ and for every $(p, q) \in R$ and every $a \in \Sigma$:

1. if $p \rightarrow_1 a p'$ then there is a transition $q \rightarrow_2 a q'$ s.t. $(p', q') \in R$, and

2. if $q \rightarrow_2 a q'$ then there is a transition $p \rightarrow_1 a p'$ s.t. $(p', q') \in R$. 
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Example 2.3 In the course of the refinement process, must transitions are preserved, may transitions can turn into must transitions or disappear, and no new transitions are added. Note that refinement is a more complex notion than that of subgraph. Indeed, the same transition can be refined in different ways in different places as illustrated in Fig. 2.1. Note that whenever there is a must transition in an MTS, we do not depict its underlying may transitions. Here $i \leq_m s$ is witnessed by the relation $\{(i, s), (j_1, t), (j_2, t), (k_1, s), (k_2, s), (\ell, t)\}$.

![Figure 2.1: $i \leq_m s$](image)

Whenever $s \leq_m t$, we call $s$ a refinement of $t$ and $t$ an abstraction of $s$. We often consider MTS with a designed initial state; in such a case we say that an MTS refines another one if this is true of their initial states.

One may refine MTS in a stepwise manner until $\rightarrow \rightarrow = \rightarrow$ is obtained and no further refinement is possible. MTS with $\rightarrow \rightarrow = \rightarrow$ are called implementations and can be considered as the standard labelled transition systems (LTS). Given a process $s$ we denote by $[s] = \{i | i$ is an implementation and $i \leq_m s\}$ the set of all implementations of $s$. In the previous example, $j_1$ is not an implementation, while $j_2$ is considered an implementation since all reachable transitions satisfy the requirement. Further notice that $k_2 \in [s]$.

Note that on implementations the refinement coincides with the strong bisimilarity, and on modal transition systems without any must transitions it corresponds to the simulation preorder. Further, the refinement has a respective game characterization [BKLS09b] similar to (bi)simulation games, which is often useful in proofs.

2.2 Logics

In this thesis we use three logics defined below.

Propositional logic First, we recall the standard propositional logic. A Boolean formula over a set $X$ of atomic propositions is given by the following syntax

\[ \varphi ::= tt \mid ff \mid x \mid \varphi \land \psi \mid \varphi \lor \psi \mid \neg \varphi \]

where $x$ ranges over $X$. The set of all Boolean formulae over $X$ is denoted by

(*) We introduced this notation in [BKLS09b], but since then it has become the standard.
For a truth assignment $\nu \subseteq X$, the satisfaction relation is given as follows:

$$\begin{align*}
\nu \models \text{tt} \\
\nu \not\models \text{ff} \\
\nu \models p & \iff p \in \nu \\
\nu \models \varphi \land \psi & \iff \nu \models \varphi \text{ and } \nu \models \psi \\
\nu \models \varphi \lor \psi & \iff \nu \models \varphi \text{ or } \nu \models \psi \\
\nu \models \neg \varphi & \iff \nu \not\models \varphi
\end{align*}$$

We also use the standard derived operators like exclusive-or $\varphi \oplus \psi = (\varphi \land \neg \psi) \lor (\neg \varphi \land \psi)$, implication $\varphi \Rightarrow \psi = \neg \varphi \lor \psi$ and equivalence $\varphi \Leftrightarrow \psi = (\neg \varphi \lor \psi) \land (\varphi \lor \neg \psi)$.

A set of implementations can be specified not only by a behavioural specification such as an MTS, but also by a formula of a logic. In this thesis, we focus on two logics and their fragments: $\mu$-calculus [Koz83] and LTL [Pnu77].

**$\mu$-calculus** Let $Ap$ be a set of atomic propositions, $Var$ a set of variables, and $\Sigma$ an action alphabet. The branching time logic $\mu$-calculus is given by the following syntax:

$$\varphi ::= \text{tt} \mid \text{ff} \mid p \mid \neg p \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid [a]\varphi \mid \langle a \rangle \varphi \mid \mu X.\varphi \mid \nu X.\varphi$$

where $p$ ranges over $Ap$, $X$ over $Var$, and $a$ over $\Sigma$. We call $\mu$ the least fixpoint and $\nu$ the greatest fixpoint. Given an implementation $(P, \rightarrow)$ and a valuation $\nu : P \rightarrow 2^{Ap}$ over its state space, the semantics is defined as follows:

$$\begin{align*}
[t\text{t}]_\nu &= P \\
[\text{ff}]_\nu &= \emptyset \\
[p]_\nu &= \{ s \in P \mid p \in \nu(s) \} \\
[\neg p]_\nu &= \{ s \in P \mid p \notin \nu(s) \} \\
[\varphi \land \psi]_\nu &= [\varphi]_\nu \land [\psi]_\nu \\
[\varphi \lor \psi]_\nu &= [\varphi]_\nu \lor [\psi]_\nu \\
[[a]\varphi]_\nu &= \{ s \in P \mid \forall s' \xrightarrow{a} t : t \in [\varphi]_\nu \} \\
[[\langle a \rangle \varphi]]_\nu &= \{ s \in P \mid \exists s' \xrightarrow{a} t : t \in [\varphi]_\nu \} \\
[[\mu X.\varphi]]_\nu &= \bigcap\{ Q \subseteq P \mid [\varphi]_{\nu[X \mapsto Q]} \subseteq T \} \\
[[\nu X.\varphi]]_\nu &= \bigcup\{ Q \subseteq P \mid [\varphi]_{\nu[X \mapsto Q]} \supseteq T \}
\end{align*}$$

**Linear temporal logic** Finally, the linear temporal logic (LTL) is given by the following syntax:

$$\varphi ::= \text{tt} \mid \text{ff} \mid p \mid \neg p \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid X\varphi \mid X_a\varphi \mid F\varphi \mid G\varphi \mid \varphi U \varphi$$

where $p$ ranges over $Ap$ and $a$ over $\Sigma$. For a word $w = \nu_0a_0\nu_1a_1 \cdots \in (2^{Ap} \times \Sigma)^N$, $w_i$ denotes the suffix $\nu_i a_i \nu_{i+1} a_{i+1} \cdots$. The semantics of a formula on $w$ is defined
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inductively as follows\(^{(†)}\)

\[
\begin{align*}
w &= \texttt{tt} & \iff & p \in \nu_0 \\
w &\neq \texttt{ff} & \iff & p \notin \nu_0 \\
w &= p & \iff & w \models \varphi \land \psi \\
w &= \neg p & \iff & w \models \varphi \lor w \models \psi \\
w &= \text{X}_\varphi & \iff & w_1 \models \varphi \\
w &= \text{X}_a \varphi & \iff & a_0 = a \land w_1 \models \varphi \\
w &= \text{F} \varphi & \iff & \exists k \in \mathbb{N} : w_k \models \varphi \\
w &= \text{G} \varphi & \iff & \forall k \in \mathbb{N} : w_k \models \varphi \\
w &= \varphi \text{U} \psi & \iff & \exists k \in \mathbb{N} : w_k \models \psi \land \\
& & \forall 0 \leq j < k : w_j \models \varphi
\end{align*}
\]

Notice that the semantics is a mixture of state-based and action-based properties. In the context of MTS, [Ben12] elaborates on the differences of the two.

Given an implementation \((P, \rightarrow)\) and a valuation \(\nu : P \rightarrow 2^{Ap}\) over its state space, any run (maximal path in the directed graph of the LTS) induces a word over \(2^{Ap}\). An LTS then satisfies a formula if all runs from its initial state satisfy the formula.

**Example 2.4** Consider the LTS and its state valuation depicted in Fig. 2.2. While it satisfies \(Gp\) and \(\nu X.p \land [a]X\), it does not satisfy \(Fq\) and \(\mu X.q \lor [a]X\) due to the run looping in \(s\).

![Figure 2.2: An LTS with a state valuation](image)

2.3 Specification theories

In order to support component based development, many specification theories have been designed. One usually requires existence and effective computability of several operations subject to various axioms. In the following, let \(s\) and \(t\) be processes, arguments of the operations.

Some operations are structural stemming from the nature of behavioural descriptions, such as the operations of parallel composition and quotient. The parallel composition \(\parallel\) should satisfy

\(^{(†)}\). For a straightforward extension to possibly finite words, see Paper B.
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(parallel) for any processes $x$ and $y$, $x \parallel y \leq_m s \parallel t$ iff $x \leq_m s$ and $y \leq_m t$.

The quotient is an adjoint to parallel composition, hence the quotient $s/t$ of $s$ by $t$ must satisfy

(quotient) for any process $x$, $x \leq_m s/t$ if and only if $t \parallel x \leq_m s$.

Given a specification $s$ of the whole system and $t$ of its component, the quotient $s/t$ is thus a compact description of all systems that can be put in parallel with $t$ to get a system complying with $s$.

Other operations are inherited from the logical view, such as Boolean operations. A conjunction of two systems is the most general refinement of the two systems. As the greatest lower bound with respect to $\leq_m$ it must satisfy

(conjunction) for any process $x$, $x \leq_m s \land t$ if and only if $x \leq_m s$ and $x \leq_m t$.

A bit weaker notion is that of consistency relation: systems are consistent if they have a common implementation, i.e. if the conjunction has a non-empty set of implementations. Dually, one can define disjunction by requiring

(disjunction) for any process $x$, $s \lor t \leq_m x$ if and only if $s \leq_m x$ and $t \leq_m x$.

The remaining Boolean operation is that of complement:

(complement) for any process $x$, $x \leq_m \bar{s}$ if and only if $x \not\leq_m s$.

For the related notion of difference, see e.g. [SCU11].

It is usually not possible to satisfy all axioms in this strong form. For instance, the “only-if” part of (parallel) is difficult to achieve in MTS [HL89, BKLS09b], see Fig. 2.3.

The “complete specification theories” of [BDH+12] only require the “if” form of (parallel), called independent implementability. Further, existence of quotients and conjunctions is required if they have non-empty set of implementations. Here we presented a simpler version, which is equivalent for MTS enriched by a specification with no implementations.
Chapter 3

Extensions of modalities

Since the modelling capabilities of basic MTS are quite limited, many extensions have appeared in the literature. In this chapter, we focus on extensions of may and must transition relations.

3.1 State of the art

Standard MTS have two transition relations $\rightarrow, \rightarrow \subseteq P \times \Sigma \times P$ satisfying, moreover, $\rightarrow \subseteq \rightarrow$, which is called the syntactic consistency requirement. If this requirement is not imposed we obtain mixed transition systems as introduced in [DGG97].

Definition 3.1 (Mixed transition system) A mixed transition system (MixTS) over an action alphabet $\Sigma$ is a triple $(P, \rightarrow, \rightarrow)$, where $P$ is a set of processes and $\rightarrow, \rightarrow \subseteq P \times \Sigma \times P$ are must and may transition relations, respectively.

This extension allows us not only to have inconsistent specifications, but also an enforced non-deterministic choice as the following example shows.

Example 3.2 Since must transitions are not necessarily also may transitions in MixTS, we depict may transitions explicitly for mixed systems even if there is a corresponding must transition. The specification of Fig. 3.1 requires an $a$ transition followed by either only $b$’s or only $c$’s. Indeed, the must transition under $a$ enforces a transition, but does not automatically allow it; only the two may transitions under $a$ are allowed.

![Figure 3.1: A mixed transition system](image-url)
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Nevertheless, even this feature is often insufficient to specify which combinations of transitions can be implemented.

Example 3.3 Figure 3.2 depicts an MTS that specifies the following. A request from a client may arrive. Then we can process it directly on the server or make a query to a database where we are guaranteed an answer. In both cases we send a response.

![Figure 3.2: An example of a potentially deadlocking MTS](image)

An MTS can be refined in two ways: a may transition is either implemented (and becomes a must transition) or omitted (and disappears as a transition). On the left of Fig. 3.3 there is an implementation of the system, where the processing branch is implemented and the database query branch is omitted. Similarly, there is also an implementation omitting the process branch and implementing only the query. However, there is also an undesirable implementation that does not implement any option and deadlocks as seen on the right of Fig. 3.3.

![Figure 3.3: Two implementations $i_1, i_2$ of $s$ of Fig. 3.2](image)

To avoid deadlocking, we want to specify that either processing or query will be implemented. This is possible in disjunctive modal transition systems [LX90]. They were actually introduced as natural means for solutions to process equations since they can express both conjunctions and disjunctions of properties.

Definition 3.4 (Disjunctive modal transition system) A disjunctive modal transition system (DMTS) over an action alphabet $\Sigma$ is a triple $(P, \rightarrow, \rightarrow)$, where $P$ is a set of processes and $\rightarrow \subseteq P \times \Sigma \times P$ is the may and $\rightarrow \subseteq P \times 2^{\Sigma \times P}$ the must (or hyper-must) transition relation.
Example 3.5  Now we can easily enforce a choice between arbitrary transitions, not just with the same action as in Example 3.2. Instead of forcing a particular transition, a must transition in DMTS specifies a whole set of transitions at least one of which must be present. In our example, it is the set consisting of processing and query transitions.

![Diagram of a disjunctive modal transition system](image)

Figure 3.4: A disjunctive modal transition system

Note that DMTS are capable of forcing any positive Boolean combination of transitions, simply by turning it into the conjunctive normal form.

If the choice is supposed to be exclusive, we can use one-selecting MTS (1MTS) introduced in [FS08] with the property that exactly one transition from the set must be present. In 1MTS and also in underspecified transition systems (UTS) [FS05], both (hyper)must and (hyper)may transition relations are subsets of $\mathbb{P} \times 2^{\Sigma \times \mathbb{P}}$. For UTS, the syntactic consistency is required, i.e. the hyper-may is larger than the hyper-must.

Finally, explicit listing of all allowed combinations of outgoing transitions is used in acceptance automata [Rac08]. However, it is limited to deterministic systems.

**Definition 3.6 (Acceptance automaton)** An acceptance automaton (AA) over an action alphabet $\Sigma$ is a pair $(P, \text{PossibleTranSets})$, where $P$ is a prefix-closed language over $\Sigma$ and $\text{PossibleTranSets} : P \rightarrow 2^{\Sigma \times \mathbb{P}} \setminus \emptyset$ satisfies that $w.a \in P$ if and only if $a \in \text{TranSet} \in \text{PossibleTranSets}(w)$ for some TranSet.

Each of the formalisms presented so far in this section was an automata-based behavioural formalism. These are often preferred as they are easier to read than, for instance, formulae of modal logics. The alternative between logical and behavioural specifications is not only a question of preference. Automata-based specifications [Lar89, BG99] have a focus on compositional and incremental design in which logical specifications are somewhat lacking, with the trade-off of generally being less expressive than logics. Logical specification formalisms put a powerful logical language at the disposal of the user, and the logical approach to model checking [QS82, CE81] has seen a lot of success and tool implementations. As a result, one would like to establish connections between behavioural
and logical formalisms to exploit advantages of both at once. The relationship of MTS to logic was studied in [BL92, FP07]. It is established that MTS are equivalent to a fragment of $\mu$-calculus where formulae are (1) consistent, (2) “prime”, meaning the disjunction is allowed only in very special cases, and (3) do not contain the least fixpoint.

3.2 New results

We consider several extensions of MTS. First, we motivate and introduce the most general one and then discuss the relationships of its special cases. Their differences with respect to efficiency are discussed in Chapter 5. The motivation for DMTS was explained in Example 3.5. However, as the following example shows, convenient modelling requires more features such as conditional or persistent choices.

Example 3.7 Consider a simple specification of a traffic light controller for several national variants for vehicles as well as for pedestrians in Fig. 3.5. At any moment it is in one of the four states red, green, yellow or yellowRed. The requirements of the specification are: if green is on then the traffic light may either change to red or yellow, and if it turned yellow it must go to red afterward; if red is on then it may either turn to green or yellowRed, and if it turns yellowRed (as it is the case in some countries) it must go to green afterwards.

Figure 3.5a shows the respective MTS specification. In Figure 3.5c, Figure 3.5d and Figure 3.5e there are three different implementations of the MTS specification that are undesirable: the light is constantly green, the lights switch nondeterministically or yellow is only displayed sometimes. While the first problem can be avoided using DMTS (see Figure 3.5b), the latter two cannot. To eliminate the second implementation, we introduce Boolean MTS, which can model exclusive choice. For the third implementation to be removed, we need persistent choice, which can be modelled in parametric MTS where a parameter describes whether and when the yellow light is used making the choices permanent in the whole implementation.

Now we define parametric MTS and instantiate other extended specification formalisms as its subclasses.

Definition 3.8 (Parametric modal transition system) A parametric MTS (PMTS) over an action alphabet $\Sigma$ is a tuple $(P, T, Par, \Phi)$ where

- $P$ is a set of processes,
- $T \subseteq P \times \Sigma \times P$ is a transition relation,
- $Par$ is a finite set of parameters, and
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- $\Phi : P \to B((\Sigma \times P) \cup Par)$ is an obligation function over outgoing transitions and parameters.

A PMTS is positive if for every $s \in P$ only parameters can be negated in $\Phi(s)$. If the following syntactic consistency

$$\forall s \in P : \forall (a, t) \in \Phi(s) : (s, a, t) \in T$$  \hspace{1cm} (SC)

holds we call the PMTS pure, otherwise mixed. A PMTS $(P, T, Par, \Phi)$ is called

- Boolean MTS (BMTS) if it is parameter-free, i.e. if $Par = \emptyset$,
- transition system with obligation (OTS) if it is parameter-free and positive.
3. Extensions of Modalities

Intuitively, a set $S$ of transitions from $s$ is allowed if $\Phi(s)$ is true under the valuation induced by $S$ and the fixed parameters.

Note that

- $DMTS$ is an OTS with $\Phi(s)$ in the conjunctive normal form for all $s \in P$,
- $MixTS$ is a DMTS with $\Phi(s)$ being a conjunction of positive literals (transitions) for all $s \in P$,
- $MTS$ is a pure MixTS,
- $LTS$ is an MTS with $\Phi(s) = \bigwedge T(s)$ for all $s \in P$, where $T(s) = \{(a, t) \mid (s, a, t) \in T\}$ is the set of all outgoing transitions of $s$.

![Diagram](image)

Figure 3.6: The syntactic hierarchy of MTS extensions

In this chapter we show that mixed variants usually do not have more expressive power than their pure counterparts. Apart from the already discussed extra power of MixTS over MTS, pure DMTS cannot express empty specification (with no implementations) while mixed DMTS can. Since this difference is not very important, we shall deal with pure systems only unless stated otherwise.

In order to define modal refinement, we first set the following notation. For a PMTS $M = (P, T, Par, \Phi)$, a valuation $\nu \subseteq Par$ of parameters induces a BMTS $M^\nu = (P, T, \emptyset, \Phi')$ where each occurrence of $p \in \nu$ in $\Phi$ is replaced by $tt$ and of $p \notin \nu$ by $ff$, i.e. for each $s \in P$, $\Phi'(s) = \Phi(s)[tt \mapsto p$ for $p \in \nu, ff \mapsto p$ for $p \notin \nu]$. Further, for $s \in P$, we denote by $Tran_\nu(s) = \{E \subseteq T(s) \mid E \models \Phi'(s)\}$ the set
of all admissible sets of transitions from \( s \) under the fixed truth values of the parameters. Finally, we extend the notation to processes and let \( s' \) denote the process of \( M' \) corresponding to the process \( s \) of \( M \).

We can now define the notion of modal refinement between PMTS as in Paper F.

**Definition 3.9 (Modal refinement of PMTS)** Let \((P_1, T_1, Par_1, \Phi_1)\), \((P_2, T_2, Par_2, \Phi_2)\) be PMTS over the same action alphabet and \( s \in P_1, t \in P_2 \) be processes. We say that \( s \) modally refines \( t \), written \( s \leq_m t \), if for every \( \mu \subseteq Par_1 \) there exists \( \nu \subseteq Par_2 \) such that \((s\mu, t\nu)\) is contained in a refinement relation \( R \subseteq P_1 \times P_2 \) satisfying for every \((p, q)\) in \( R \):

\[
\forall M \in \text{Tran}_\mu(p) : \exists N \in \text{Tran}_\nu(q) : \forall (a, p') \in M : \exists (a, q') \in N : (p', q') \in R \land \forall (a, q') \in N : \exists (a, p') \in M : (p', q') \in R.
\]

Intuitively, whatever parameters of the refining system we pick, the abstract system can emulate the same behaviour for some choice of its parameters.

**Example 3.10** Consider the rightmost PMTS in Fig. 3.7. It has two parameters \( \text{reqYfromG} \) and \( \text{reqYfromR} \) whose values can be set independently and it can be refined by the system in the middle of the figure having only one parameter \( \text{reqY} \). This single parameter simply binds the two original parameters to the same value. The PMTS in the middle can be further refined into the implementations where either \text{yellow} \ is always used in both cases, or never at all.

![Figure 3.7: Example of modal refinement](image)

The definition given above slightly differs from the one of Paper C. However, although this one is closer to the semantically defined notion of thorough refinement, it still keeps the same complexity as the modal refinement defined in Paper C. For the details, see Paper F.
3.2.1 Expressive power

Here we survey the results on the expressive power of the subclasses of PMTS achieved in Papers A, F and G. Firstly, in Paper G we define a de-parametrization operator $B$ that blows up a PMTS into an equivalent (potentially exponentially larger) BMTS.

**Proposition 3.11** Let $s$ be a process of a PMTS. Then $\llbracket s \rrbracket = \llbracket B(s) \rrbracket$ and $s \leq_{m} B(s)$.

Secondly, we define an operator de-negation that transforms a BMTS with the set $P$ of processes into a DMTS with the set $\{t \in \text{Tran}(s) \mid s \in P\}$ of new processes. This way we can transform (again at an exponential cost) a BMTS into an equivalent DMTS with more, but still finitely many initial states. These are introduced formally in Paper G.

**Proposition 3.12** Let $s$ be a process of a BMTS, $\llbracket s \rrbracket = \bigcup_{t \in \text{Tran}(s)} \llbracket t \rrbracket$.

Thirdly, in Paper A we show how to transform a mixed DMTS with non-empty set of implementations into a pure DMTS again at an exponential cost. The method used is a variant of a powerset construction and is not limited to disjunctive MTS. The only exceptions are the inconsistent specification, i.e. with no implementations. We disregard this minor technical difference here.

Finally, in Paper F we prove that DMTS with more initial states are equivalent to $\nu$-calculus (or Hennessy-Milner logic with greatest fixpoints, abbreviated $\nu$HML), which is a fragment of $\mu$-calculus without the least fixpoint. To this end, we use a non-deterministic extension of alternating automata (NAA) as an intermediate step.

**Example 3.13** Consider the following property: “at all time points after executing request, no idle nor further requests but only work is allowed until grant is executed”. The property can be written in e.g. CTL [CE81] as

$$AG(request \Rightarrow AX(work \land work \land grant))$$

**Figure 3.8** shows an example of an equivalent $\nu$HML formula and a DMTS corresponding to this property.
Summing up the results, we obtain the following:

**Theorem 3.14** For any set $S$ of LTS, the following are equivalent:

1. There exists a finite PMTS process $s$ with $\llbracket s \rrbracket = S$.
2. There exists a finite BMTS process $s$ with $\llbracket s \rrbracket = S$.
3. There exists a finite set $S$ of finite DMTS processes with $\bigcup_{s \in S} \llbracket s \rrbracket = S$.
4. There exists a $\mu$-calculus formula $\varphi$ without $\mu$ with $\llbracket \varphi \rrbracket = S$.

Furthermore, the first three statements are equivalent even if we drop the finiteness constraints. In the fourth, we would have to allow infinite conjunctions and disjunctions.

Apart from the logical characterization, we can also describe processes using a process algebra [Fok00]. Here we do it only for (mixed) OTS and not consider parallel composition, for the latter see Paper [A]. Let $\mathcal{X}$ be a set of process names. A term of process algebra for OTS is given by the following syntax:

$$P ::= \text{nil} \mid \text{co-nil} \mid a.P \mid X \mid P \land P \mid P \lor P \mid \downarrow P$$

where $X$ ranges over $\mathcal{X}$ and every $X \in \mathcal{X}$ is assigned a defining equality of the form $X := P$ where $P$ is a term. The semantics is given by the following structural operational semantics rules:

$$\frac{a.P \xrightarrow{a} P'}{\text{X} \xrightarrow{a} \text{X}' \text{ X} := P} \quad \frac{P \xrightarrow{a} P'}{P \land Q \xrightarrow{a} P'} \quad \frac{P \xrightarrow{a} P'}{P \lor Q \xrightarrow{a} P'}$$

and, since the processes represent sets of implemented systems (i.e. sets of sets of behaviours), by an obligation function defined structurally as follows:

$$\begin{align*}
\Omega(\text{nil}) &= \texttt{tt} & \Omega(P \land Q) &= \Omega(P) \land \Omega(Q) \\
\Omega(\text{co-nil}) &= \texttt{ff} & \Omega(P \lor Q) &= \Omega(P) \lor \Omega(Q) \\
\Omega(a.P) &= (a, P) & \Omega(\downarrow P) &= \Omega(P) \\
\Omega(X) &= \Omega(P) & \text{for } X := P
\end{align*}$$

We now obtain the discussed subclasses of OTS as syntactic subclasses generated by the following syntax equations (modulo transformation to conjunctive normal form):

| Mixed DMTS | $P ::= \text{nil} \mid a.P \mid X \mid P \land P \mid P \lor P \mid \downarrow P \mid \text{co-nil}$ |
| Pure DMTS  | $P ::= \text{nil} \mid a.P \mid X \mid P \land P \mid P \lor P$ |
| MixTS      | $P ::= \text{nil} \mid a.P \mid X \mid P \land P \mid P \lor \text{nil} \mid \downarrow P \mid \text{co-nil}$ |
| MTS        | $P ::= \text{nil} \mid a.P \mid X \mid P \land P \mid P \lor \text{nil}$ |
| LTS        | $P ::= \text{nil} \mid a.P \mid X \mid P \land P$ |
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The results on the relationships are summarized in Fig. 3.9, where $C_m$ denotes a class $C$ where systems are considered with more initial states.

\[ \nu \text{HML} = \text{PMTS} = \text{BMTS} = \text{OTSm} = \text{DMTSm} \]

\[ \text{DMTS} \]

\[ \text{MixTS} \]

\[ \text{MTS} \]

\[ \text{LTS} \]

Figure 3.9: The semantic hierarchy of MTS extensions not considering empty specifications
Chapter 4

Extensions of transition systems

In the previous chapter, we extended the modalities of the systems. In this chapter, we focus on extensions of systems the modalities operate on. We focus on (1) systems that are executed in real time and (2) systems with infinite state space.

4.1 State of the art

Over the years, many extensions of MTS have been proposed. While many focus on what combinations of transitions are possible as discussed in Chapter 3, some lifted MTS to quantitative settings [LL12] with clear applications in the embedded systems design. This includes probabilistic specifications [JL91, CDL+10, DKL+11] and various weighted specifications, where weights stand for various quantitative aspects (e.g. time, power or memory), which are highly relevant in the area of embedded systems. As far as the particular case of timed systems is concerned, the quantity of time can be refined in various ways. In the early work [CGL93, LSW95], the precise quantities are almost disregarded. More recently [JLS12, BPR09, BLPR09, DLL+10], the possible times are usually specified as time intervals, which can be narrowed down and thus made more specific. A more general option is to permit changes to anything smaller with respect to some abstract ordering; [BJL+12a] provides the following conservative extension of MTS modal refinement along these lines:

**Definition 4.1 (Modal refinement of MTS with structured labels)** Let $\Sigma$ be an alphabet with an ordering $\sqsubseteq$. Let $(P_1, \rightarrow_1, \rightarrow_1), (P_2, \rightarrow_2, \rightarrow_2)$ be MTS over $\Sigma$ and $s \in P_1, t \in P_2$ be processes. We say that $s$ modally refines $t$, written $s \leq_m t$, if there is a relation $R \subseteq P_1 \times P_2$ such that $(s, t) \in R$ and for every $(p, q) \in R$ and every $a \in \Sigma$:

1. if $p \rightarrow_1 a p'$ then there is a transition $q \rightarrow_2 a q'$ with $a \sqsubseteq \bar{a}$ and $(p', q') \in R$, and
2. if $q \rightarrow_2 a q'$ then there is a transition $p \rightarrow_1 a p'$ with $a \sqsubseteq \bar{a}$ and $(p', q') \in R$. 
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Example 4.2 Consider \( \Sigma = L \times I \) where \( L \) is a finite set ordered by identity and \( I \) is the set of intervals ordered by inclusion and \( \Sigma \) is ordered point-wise. A transition labelled by \( (\ell, [a, b]) \) can thus be implemented by a transition \( (\ell, c) \) for any \( c \in [a, b] \).

Moreover, one can also consider probabilistic and timed extension of MTS at once \([HKKG13]\), more weights at once \([BJL^{+12s}]\), or MTS with timed-automata clocks \([BLPR12, FL12]\). In all the quantitative settings, it is also natural to extend the qualitative notion of refinement into a quantitative notion of distance of systems \([BFJ^{+11}, BFLT12]\).

Other extensions of MTS consider infinite state systems. Here only a few more or less ad hoc extensions have been proposed, such as systems with asynchronous communication based on FIFO \([BHJ10]\) or Petri nets \([EBHH10]\). Other extensions consider also data to some extent \([BHB10, BHW10, BLL^{+14}]\). A systematic exploration of infinite state MTS was missing.

A convenient unifying framework for (non-modal) infinite-state systems is provided by process rewrite systems (PRS) \([May00]\). They encompass many standard models such as pushdown automata (PDA) or Petri nets (PN) as syntactic subclasses. A PRS consists of a finite set of rewriting rules, which model the computation. These rules may contain sequential and parallel composition. Formally, let \( \mathcal{X} \) be a set of process constants. We define the set of process expressions \( \mathcal{E} \) by the following abstract syntax:

\[
E ::= \text{nil} \mid X \mid E \parallel E \mid E; E
\]

where \( X \) ranges over \( \mathcal{X} \). The process expressions are considered modulo the usual structural congruence, i.e. the smallest congruence such that the operator \( ; \) is associative, \( \parallel \) is associative and commutative and \( \text{nil} \) is a unit for both \( ; \) and \( \parallel \).

Definition 4.3 (Process rewrite system) A process rewrite system (PRS) is a finite relation \( \Delta \subseteq (\mathcal{E} \setminus \{\text{nil}\}) \times \Sigma \times \mathcal{E} \), elements of which are called rewrite rules. A PRS \( \Delta \) induces a labelled transition system \( \text{LTS}(\Delta) = (\mathcal{E}, \rightarrow) \) where \( \rightarrow \) is the least relation satisfying the following rules:

\[
\frac{(E, \alpha, E') \in \Delta}{E \xrightarrow{\alpha} E'} \quad \frac{E \xrightarrow{\alpha} E'}{E; F \xrightarrow{\alpha} E'; F} \quad \frac{E \xrightarrow{\alpha} E'}{E \parallel F \xrightarrow{\alpha} E' \parallel F}
\]

We consider four distinguished classes of process expressions. Class \( S \) stands for expressions with no \( \parallel \) (purely sequential expressions) and class \( P \) stands for expressions with no \( ; \) (purely parallel expressions). Further, we use \( G \) for the whole \( \mathcal{E} \) (general expressions) and \( 1 \) for \( \mathcal{X} \) (one process constant and no operators). Now restricting the left and right sides of rules of PRS to these classes yields
subclasses of PRS as depicted in Figure 4.1 for the standard shortcuts used, see Paper E. Note that the hierarchy is strict with respect to the bisimulation equivalence.

Figure 4.1: PRS hierarchy

Example 4.4 A transition $t$ of a Petri net with input places $p, q$ and output places $r, s$ can be described by the rule $p \parallel q \xrightarrow{t} r \parallel s$. A transition of a pushdown automaton in a state $s$ with a top stack symbol $X$ reading a letter $a$ resulting in changing the state to $q$ and pushing $Y$ onto the stack can be written as $sXa \rightarrow qY$.

4.2 New results

4.2.1 Modal transition systems with durations

We present a timed extension of BMTS (the corresponding extension of PMTS would be straightforward). The time durations of transitions are modelled as controllable or uncontrollable intervals. Controllable intervals can be further refined into narrower intervals, whereas uncontrollable are considered under the control of an unpredictable environment and cannot be further narrowed down.

Definition 4.5 (MTSD) A modal transition system with durations (MTSD) is a tuple $S = (P, T, \Phi, D)$ where $(P, T, \emptyset, \Phi)$ is a BMTS and $D : T \rightarrow \mathcal{I}$ is a duration interval function, where $\mathcal{I} = \{(m, n), [m, n] \mid m, n \in \mathbb{N}_0, m \leq n\}$. 
Moreover, we require that there are no Zeno cycles, i.e. there is no sequence \( s_1 a_1 s_2 a_2 \cdots s_n \) where \((s_i, a_i, s_{i+1}) \in T\) and \(s_n = s_1\) such that for all \(i\), the interval \(D((s_i, a_i, s_{i+1}))\) is of the form either \(\langle 0, m \rangle\) or \([0, m]\) for some \(m\).

**Example 4.6** Consider the specification \(S\) of Figure 4.2 describing the work of a shuttle bus driver. He drives a bus between a hotel and the airport. First, the driver has to wait for the passengers at the hotel. This can take one to five minutes. Then the driver has to drive the bus to the airport (this takes six to ten minutes) where he has to do a small\_cleanup, then wait for passengers before he can drive the bus back to the hotel. When he returns he can do either a small\_cleanup, big\_cleanup or skip\_cleanup of the bus before he starts over again. Note that next time the choice in \(t\) may differ.

There are two types of durations on the transitions. First, there are controllable intervals, written in angle brackets. The meaning of e.g. \(\langle 1, 5 \rangle\) is that in the implementation we can instruct the driver to wait for a fixed number of minutes in the range. Second, there are uncontrollable intervals, written in square brackets. The interval \([6, 10]\) on the drive transition means that in the implementation we cannot fix any particular time and the time can vary, say, depending on the traffic and it is chosen non-deterministically by the environment.

![Figure 4.2: Example of a modal transition system with time durations](image)

We now define a notion of modal refinement. In order to do that, we first need to define refinement of intervals as a binary relation \(\leq \subseteq \mathcal{I} \times \mathcal{I}\) such that

- \(\langle m', n' \rangle \leq \langle m, n \rangle\) whenever \(m' \geq m\) and \(n' \leq n\), and
- \([m', n'] \leq \langle m, n \rangle\) whenever \(m' \geq m\) and \(n' \leq n\).
Thus controllable intervals can be refined by narrowing them, at most until they become singleton intervals, or until they are changed to uncontrollable intervals. The modal refinement is now a combination of BMTS refinement with refinement on structured labels over $\Sigma \times I$ ordered by $= \times \sqsubseteq$. The latter compound is thus a special case of [BJL+12a] (published after Paper [D]).

**Definition 4.7 (Modal refinement of MTSD)** Let $(P_1, T_1, \Phi_1, D_1)$, $(P_2, T_2, \Phi_2, D_2)$ be MTSD and $s_1 \in S_1$, $s_2 \in S_2$ be processes. We say that $s_1$ modally refines $s_2$, written $s_1 \leq_m s_2$, if there is a relation $R \subseteq P_1 \times P_2$ containing $(s_1, s_2)$ such that for every $(s, t) \in R$ the following holds:

$\forall M \in \text{Tran}(s) : \exists N \in \text{Tran}(t) :$

$\forall (a, s') \in M : \exists (a, t') \in N : D_1(s, a, s') \sqsubseteq D_2(t, a, t') \land (s', t') \in R$, and

$\forall (a, t') \in N : \exists (a, s') \in M : D_1(s, a, s') \sqsubseteq D_2(t, a, t') \land (s', t') \in R$.

In Chapter 5, we further equip the model with a dual price scheme, i.e. two kinds of quantitative costs: each action has its own running cost per time unit, and actions may require several hardware components of different costs. We then discuss the problem of finding an implementation with the cheapest long-run average running costs per time unit (so that we pay the driver the least possible amount of money) given a fixed budget for the investment into the hardware components.

### 4.2.2 Modal process rewrite systems

In this section, we introduce modalities into a general framework for infinite-state systems, namely process rewrite systems. In Chapter 5, we study modal extensions of well-established classes of infinite-state systems and the complexity of their analysis.

One can naturally lift PRS to the modal world by having two sets of rules: may and must rules. The finite set of rules then generates a generally infinite MTS.

**Definition 4.8 (Modal process rewrite system)** A modal process rewrite system (mPRS) is a tuple $\Delta = (\Delta_{\text{may}}, \Delta_{\text{must}})$ where $\Delta_{\text{must}} \subseteq \Delta_{\text{may}}$ are two PRS.

The mPRS $\Delta$ induces an MTS

$$\text{MTS}(\Delta) = (E, \rightarrow, \rightarrow)$$

defined by $\text{LTS}(\Delta_{\text{may}}) = (E, \rightarrow)$ and $\text{LTS}(\Delta_{\text{must}}) = (E, \rightarrow).$

In other words the MTS is induced by the mPRS structurally as follows:

\[
\begin{array}{c}
(E, a, E') \in \Delta_{\text{may}} \\
E \xrightarrow{a} E' \\
E \xrightarrow{\alpha} E' \\
E; F \xrightarrow{\alpha} E'; F \\
E \parallel F \xrightarrow{\alpha} E' \parallel F
\end{array}
\]
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\[
(E, a, E') \in \Delta_{\text{must}} \quad \quad \quad E \xrightarrow{a} E' \quad \quad \quad E; F \xrightarrow{a} E'; F \quad \quad \quad E \parallel F \xrightarrow{a} E' \parallel F
\]

Each subclass \( C \) of PRS has a corresponding modal extension \( mC \) containing all mPRS (\( \Delta_{\text{may}}, \Delta_{\text{must}} \)) with both \( \Delta_{\text{may}} \) and \( \Delta_{\text{must}} \) in \( C \). For instance, mFSM correspond to the standard finite MTS and mPN are modal Petri nets as introduced in [EBHH10].

**Definition 4.9 (Modal refinement)** Given mPRS \( \Delta_1 \in mC_1, \Delta_2 \in mC_2 \) and process terms \( \delta_1, \delta_2 \), we say \( \delta_1 \) refines \( \delta_2 \), written \( \delta_1 \leq_m \delta_2 \), if \( \delta_1 \leq_m \delta_2 \) as processes of MTS(\( \Delta_1 \)) and MTS(\( \Delta_2 \)), respectively.

What is the use of mPRS? Firstly, potentially infinite-state systems such as Petri nets are very popular for modelling whenever communication and/or synchronization between processes occurs. This is true even in cases where they are actually bounded and thus with a finite state space.

**Example 4.10** Consider the following may rule (we use dashed arrows to denote may rules) generating a small Petri net.

\[
\text{resource} \xrightarrow{\text{produce}} \text{money} \parallel \text{trash}
\]

If this is the only rule with trash on the right side a safety property is guaranteed for all implementations of this system, namely that trash can only arise if there is at least one resource. On the other hand, it is not guaranteed that money can indeed be produced in such a situation. This is very useful as during the design process new requirements can arise, such as necessity of adding more participants to perform this transition. For instance,

\[
\text{resource} \parallel \text{permit} \xrightarrow{\text{produce}} \text{money} \parallel \text{trash}
\]

expresses an auxiliary condition required to produce trash, namely that permit is available. Replacing the old rule with the new one is equivalent to adding an input place permit to the modal Petri net, see Figure 4.3 in red. In the modal transition system view, the new system refines the old one. Indeed, the new system is only more specific about the allowed behaviour than the old one and does not permit any previously forbidden behaviour.

One can further refine the system into the one given by

\[
\text{resource} \parallel \text{permit} \parallel \text{bribe} \xrightarrow{\text{produce}} \text{money} \parallel \text{trash}
\]

where additional condition is imposed and now the money-producing transition has to be available (denoted by an unbroken arrow) whenever the left hand side condition is satisfied.
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Figure 4.3: A modal Petri net given by rules \( \text{Resource} \parallel \text{ Permit} \xrightarrow{\text{produce}} \text{ Money} \parallel \text{ Trash} \) and \( \text{Trash} \xrightarrow{\text{clean}} \text{ Permit} \) with may transitions drawn as empty boxes and must transitions as full boxes.

Further, infinitely many states are useful to capture unbounded memory. For instance, consider a specification where the total amount of permits is not explicitly limited. In an implementation, the number of permits might need to be remembered in the state of the system.

**Example 4.11** Consider a basic process algebra (BPA) given by rules \( X \xrightarrow{\diamond} XX \) and \( X \xrightarrow{\varepsilon} X \) for correctly parenthesized expressions with \( X \xrightarrow{a} X \) for all other symbols \( a \), i.e. with no restriction on the syntax of expressions. One can easily refine this system into a PDA that accepts correct arithmetic expressions by remembering in a control state whether the last symbol read was an operand or an operator.
Chapter 5

Analysis

In this chapter, we give algorithms for and establish complexities of the most important problems on MTS and their extensions.

5.1 State of the art

5.1.1 Refinements

Modal refinement is a syntactically defined notion extending both bisimulation and simulation. Similarly to bisimulation having a semantic counterpart in trace equivalence, here the semantic counterpart of modal refinement is the thorough refinement. As opposed to the syntactic definition using local notions, the semantic definition relates (by inclusion) the sets of implementations of the specifications. The definition is universal for all extensions of MTS as it only depends on the notion of implementation and not on syntax of the particular extension.

Definition 5.1 (Thorough refinement) Given processes \( s \) and \( t \), we say that \( s \) thoroughly refines \( t \), written \( s \leq_t t \), if \( \llbracket s \rrbracket \subseteq \llbracket t \rrbracket \).

Note that the two refinements are in general different as we illustrate in the following example:

Example 5.2 Consider processes \( s \) and \( t \) of Figure 5.1. On the one hand, the sets of implementations of \( s \) and \( t \) are the same, namely those that can perform either no action or one \( a \) or two \( a \)'s or combine the latter two options. On the other hand, \( s \) does not modally refine \( t \). Indeed, whenever \( s \leq_m t \) then either \( s' \leq_m t_1 \) or \( s' \leq_m t_2 \). However, neither is true, as \( s' \) allows a transition while \( t_1 \) does not, and \( s' \) does not require any transition while \( t_2 \) does.

![Figure 5.1: \( s \leq_t t \), but \( s \nleq_m t \)](image_url)
Although the two refinements differ, modal refinement is a sound under-approximation of the thorough refinement. Indeed, whenever we have \( i \leq_m s \) and \( s \leq_m t \), by transitivity of the modal refinement we obtain \( i \leq_m t \).

**Proposition 5.3** Let \( s, t \) be processes. If \( s \leq_m t \) then \( s \leq_t t \).

Moreover, in [BKLS09b] we show the other direction holds whenever the refined system is deterministic. A process is deterministic if, for each process \( s \) of its underlying MTS and for each \( a \in \Sigma \), there is at most one \( s' \) such that \( s \xrightarrow{a} s' \).

**Proposition 5.4** Let \( s, t \) be processes and \( t \) deterministic. If \( s \leq_t t \) then \( s \leq_m t \).

In Table 5.1 we give an overview of the results related to deciding modal and thorough refinements for different combinations of processes on the left- and right-hand side (here \( D \) stands for deterministic processes and \( N \) for non-deterministic processes). Note that the co-inductive refinement relations are easy to compute using a fixed-point computation, although other methods are also possible, e.g. logical programming [AKRU11] or QBF solving described later.

<table>
<thead>
<tr>
<th></th>
<th>modal refinement</th>
<th>thorough refinement</th>
</tr>
</thead>
<tbody>
<tr>
<td>D,D</td>
<td>NL-complete [BKLS09b]</td>
<td>NL-complete [BKLS09b]</td>
</tr>
<tr>
<td>N,D</td>
<td>NL-complete [BKLS09b]</td>
<td>NL-complete [BKLS09b]</td>
</tr>
<tr>
<td>D,N</td>
<td>∈ P [KS90, PT87]</td>
<td>∈ EXP [AHL+08b]</td>
</tr>
<tr>
<td></td>
<td>P-hard [BKLS09b]</td>
<td>EXP-hard [BKLS12]</td>
</tr>
<tr>
<td>N,N</td>
<td>∈ P [KS90, PT87]</td>
<td>∈ EXP [AHL+08b, BKLS09a]</td>
</tr>
<tr>
<td></td>
<td>P-hard [BG92]</td>
<td>EXP-hard [BKLS09a]</td>
</tr>
</tbody>
</table>

Since the thorough refinement is EXP-hard, it is much harder than the modal refinement. Therefore, we also investigate how the thorough refinement can be approximated by the modal refinement. While under-approximation is easy, as modal refinement implies thorough refinement, over-approximation is more difficult. Here one can use our method of the deterministic hull for MTS [BKLS09b]. The deterministic hull operator \( D \) is a generalization of the powerset construction on finite automata and it is the smallest (w.r.t. modal refinement) deterministic system refined by the original system.

**Proposition 5.5** Let \( s \) be an arbitrary MTS process. Then \( D(s) \) is a deterministic MTS process such that \( s \leq_m D(s) \) and, for every deterministic MTS process \( t \), if \( s \leq_t t \) then \( D(s) \leq_m t \).

**Corollary 5.6** For any processes \( s, t \), if \( s \leq_m D(t) \) then \( s \leq_t t \).
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There are also other notions of refinements of systems close to MTS, such as alternating refinements [AHKV98, AFeF11], branching refinement [FBU09] or refinement preserving the termination possibility [CR12].

5.1.2 Operations

We are interested in classes of modal systems being closed under certain operations introduced in Chapter 2. Whenever they are closed we want to know how to compute the result and how hard it is.

Firstly, we address the closure properties of previously investigated classes of systems, see Table 5.2. While the automata based formalisms automatically allow to compose systems structurally, logical operations are either difficult to compute or cannot be expressed in the formalism at all. Therefore, most of the focus has been directed to the very simple deterministic case, where some operations can be defined using local syntactic rules.

<table>
<thead>
<tr>
<th></th>
<th>∧</th>
<th>∨</th>
<th>¬</th>
<th>∥</th>
<th>/</th>
</tr>
</thead>
<tbody>
<tr>
<td>deterministic MTS</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MTS</td>
<td>?</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>MixTS</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>?</td>
</tr>
<tr>
<td>DMTS</td>
<td>?</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>?</td>
</tr>
</tbody>
</table>

Table 5.2: Closure properties of previously known classes of modal systems

The parallel composition can often be lifted to the modal setting simply by applying the same rules for both may and must transition functions. This holds for a wide class of operators as described in our [BKLS09b]. Here we consider a simple case of synchronous message passing with the synchronization alphabet \( \Sigma' \subseteq \Sigma \), i.e. full synchronization on \( \Sigma' \) and interleaving on \( \Sigma \setminus \Sigma' \):

\[
\begin{align*}
& s \xrightarrow{a} s', t \xrightarrow{a} t' \quad \forall a \in \Sigma' \\
& s \parallel t \xrightarrow{a} s', t' \quad s \parallel t \xrightarrow{a} s \parallel t' \\
& s \xrightarrow{a} s', t \xrightarrow{a} t' \quad \forall a \in \Sigma \setminus \Sigma' \\
& s \parallel t \xrightarrow{a} s', t' \quad s \parallel t \xrightarrow{a} s \parallel t' \quad \forall a \in \Sigma \setminus \Sigma' \\
& s \xrightarrow{a} s', t \xrightarrow{a} t' \quad \forall a \in \Sigma' \\
& s \parallel t \xrightarrow{a} s', t' \quad s \parallel t \xrightarrow{a} s \parallel t' \quad \forall a \in \Sigma \setminus \Sigma' \\
& s \xrightarrow{a} s', t \xrightarrow{a} t' \quad \forall a \in \Sigma' \\
& s \parallel t \xrightarrow{a} s', t' \quad s \parallel t \xrightarrow{a} s \parallel t' \quad \forall a \in \Sigma \setminus \Sigma' \\
& s \xrightarrow{a} s', t \xrightarrow{a} t' \quad \forall a \in \Sigma' \\
& s \parallel t \xrightarrow{a} s', t' \quad s \parallel t \xrightarrow{a} s \parallel t' \quad \forall a \in \Sigma \setminus \Sigma' \\
\end{align*}
\]

The quotient is more complex. For deterministic MTS, we can define it syntac-
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tically as in \cite{Rac07, Rac08}:

\[
\begin{align*}
\frac{s \xrightarrow{a} s'}{s \land t \xrightarrow{a} s' \land t'} & \quad \frac{t \not\xrightarrow{a} t'}{s \land t \xrightarrow{a} \text{univ}} \\
\frac{s \xrightarrow{a} s'}{s \land t \xrightarrow{a} s' \land t'} & \quad \frac{s \xrightarrow{a} t' \not\xrightarrow{a} s'}{s \land t \xrightarrow{a} \text{univ}}
\end{align*}
\]

where states in \(\not\) are inconsistent and must be pruned. Pruning \(t \in \not\) means \(t\) must be removed and whenever there is \(s \xrightarrow{a} t\) we also recursively prune \(s\). For non-deterministic MTS, the problem was open. Further related questions such as decomposition of a system into several components put in parallel have also been investigated \cite{SUBK12}, but again only for deterministic systems.

The situation is similar with conjunction. For deterministic MTS, we can again define it syntactically:

\[
\begin{align*}
\frac{s \xrightarrow{a} s'}{s \land t \xrightarrow{a} s' \land t'} & \quad \frac{t \not\xrightarrow{a} t'}{s \land t \xrightarrow{a} \text{univ}} \\
\frac{s \xrightarrow{a} s'}{s \land t \xrightarrow{a} s' \land t'} & \quad \frac{s \xrightarrow{a} t' \not\xrightarrow{a} s'}{s \land t \xrightarrow{a} \text{univ}}
\end{align*}
\]

using the same pruning procedure. For non-deterministic systems, there were several attempts. Unfortunately, the resulting MTS is not minimal (with respect to modal refinement) \cite{UC04}, or not finite even when claimed to be finite \cite{FU08}: their “clone” operation may not terminate even in cases when it is supposed to, for example, for processes \(s_1, s_2\) of Fig. 5.4 where the self-loops are redirected back to the initial states.

We are also interested in questions closely related to the discussed conjunction. The common implementation decision problem (\(CI\)) contains tuples of systems, such that there is an implementation refining each system of the tuple. For tuples of size two this is equivalent to non-emptiness of the conjunction, for one system (for instance a MixTS) this is equivalent to semantic consistency (or non-emptiness) \cite{LNW07}, i.e. existence of implementation. Note that despite the lack of results on conjunction of non-deterministic systems the complexity is known here. The complexity improves when the input processes are deterministic (\(CI_D\) problem). Finally, rather surprisingly, the problem whether there is a deterministic common implementation (\(dCI\)) is hard. We display the known results in Table 5.3 for several cases depending on whether the number of input processes is fixed or a part of the input. The results again indicate that several problems become more tractable if the given specifications are deterministic.

While MTS are not closed under complement (not even deterministic ones), there have been attempts at characterizing symmetric difference \cite{SCU11}.
Table 5.3: Complexity of the common implementation problems

<table>
<thead>
<tr>
<th></th>
<th>single MTS</th>
<th>single MixTS</th>
<th>fixed # of systems</th>
<th>arbitrary # of systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>trivial</td>
<td>EXP-c. [AHL’09]</td>
<td>P-c. [BGS92, HH08]</td>
<td>EXP-c. [AHL’09]</td>
</tr>
<tr>
<td>ClD</td>
<td>trivial</td>
<td>trivial</td>
<td>NL-c. [BKLS09b]</td>
<td>PSPACE-c. [BKLS09b]</td>
</tr>
</tbody>
</table>

5.1.3 Model checking

Given a valuation $\nu : P \to 2^{Ap}$ assigning to each process a set of atomic propositions valid in the process, one can check whether an MTS satisfies an LTL formula $\varphi$ over $Ap$. Since an MTS stands for a class of implementations, the question of satisfaction can be posed in two flavours:

($|=_{\forall}$-problem) Do all implementations satisfy $\varphi$?

($|=_{\exists}$-problem) Is there an implementation satisfying $\varphi$?

In [GP09] the generalized model checking of LTL over partial Kripke structures (PKS) is shown to be 2-EXP-hard. Further, [GJ03] describes a reduction from generalized model checking of $\mu$-calculus over PKS to $\mu$-calculus over MTS [Hut02, Hut99, GHJ01]. However, the hardness for LTL does not follow since the encoding of an LTL formula into $\mu$-calculus includes an exponential blow-up. There is thus no straightforward way to use the result of [GJ03] to provide a polynomial reduction.

On the one hand, answering the $|=_{\forall}$-problem is easy. Indeed, it is sufficient to perform standard model checking on the “greatest” implementation, i.e. such where all mays are turned into musts and thus all possible runs are present. On the other hand, the $|=_{\exists}$-problem is much harder and trickier. Since LTL is usually interpreted over infinite words, all formulae are satisfied whenever there is an implementation without infinite runs, i.e. without a lasso of must transitions. There are several ways to avoid this vacuous satisfaction. Firstly, we can define LTL also on finite words, which we consider later in this chapter. Secondly, we can consider only implementations without deadlocks, which we also discuss.

The deadlock-free approach has been studied in [UBC09] and the proposed solution was implemented in the tool MTSA [DFCU08]. Their approach attempts to find a deadlock-free implementation of a given MTS that satisfies a given formula. However, the solution given in [UBC09] is incorrect. In particular, existence of a deadlock-free implementation satisfying a given formula is claimed even in some cases where no such implementation exists.

Example 5.7 The flaw can be seen on a simple counterexample given in Fig. 5.2. Clearly, $S$ has no deadlock-free implementation with action $a$ only, i.e. satisfying
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GXₐₐₐₐ. Yet the method of [UBC09] as well as the tool [DFCU08] claim that such an implementation exists.

![Figure 5.2: No deadlock-free implementation of s satisfies GXₐₐₐₐ](image)

While the solution attempt of [UBC09] yields a PSPACE algorithm, the problem is actually 2-EXP-complete.

Generalized model checking of MTS with respect to computation tree logic (CTL) is also investigated [AHL⁺08a, GAW13] as well as a variant of safety [DDM10].

5.1.4 Tools

Although the tool support is quite extensive, e.g. [BLS95, DFFU07, BML11, BˇCK11], it is so far limited to basic MTS and, moreover, partially limited to deterministic systems. The currently available tools are MTSA (Modal transition system analyzer) [DFU07] and MIO (MIO Workbench) [BML11]. While MTSA is a tool for MTS, MIO is a tool for modal I/O automata (MIOA) [LNW07a, RBB⁺11], which combine MTS and interface automata based on I/O automata. Although MIOA have three types of may and must transitions (input, output, and internal), if we restrict to say only input transitions, the refinement works the same as for MTS, and some other operations, too. Further, there are also tools for loosely related formalisms of I/O automata (with no modalities) such as ECDAR (Environment for Compositional Design and Analysis of Real Time Systems) [DLL⁺10], which supports their timed extension. The comparison of the functionality of the tools is depicted in Table 5.12.

5.2 New results

5.2.1 Refinements

In Chapter 3, we show several new extensions of MTS, see Fig. 3.6. We also show that most of them have the same expressive power. However, the transformations are exponential and thus the extensions differ in succinctness. Therefore, the respective refinement problems are expected to be harder for the more succinct extensions, which is indeed the case. We focus both on theoretical and practical complexity of the refinement problems.
Modal refinement

We first show the complexities of modal refinement for systems without parameters depending on the form of the obligation function. We consider formulae of the general form (BMTS), positive formulae (OTS), conjunctive (DMTS) and disjunctive normal form, conjunctions of literals (MTS) and implementations (LTS), see Table 5.4. Observe that in most cases the refinement can be decided in polynomial time or using a SAT solver. The notable exception is the case when a general BMTS is refined.

Table 5.4: Complexity of modal refinement checking of parameter-free systems. The refining system is displayed in the first column, the refined system in the first row.

<table>
<thead>
<tr>
<th></th>
<th>Boolean</th>
<th>Positive</th>
<th>pCNF</th>
<th>pDNF</th>
<th>MTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>$\Pi_2^0$-c.</td>
<td>coNP-c.</td>
<td>$\in$ coNP</td>
<td>P-hard</td>
<td>coNP-c.</td>
</tr>
<tr>
<td>Positive</td>
<td>$\Pi_2^0$-c.</td>
<td>coNP-c.</td>
<td>P-c.</td>
<td>coNP-c.</td>
<td>P-c.</td>
</tr>
<tr>
<td>pCNF</td>
<td>$\Pi_2^0$-c.</td>
<td>coNP-c.</td>
<td>P-c.</td>
<td>coNP-c.</td>
<td>P-c.</td>
</tr>
<tr>
<td>pDNF</td>
<td>$\Pi_2^0$-c.</td>
<td>coNP-c.</td>
<td>P-c.</td>
<td>P-c.</td>
<td>P-c.</td>
</tr>
</tbody>
</table>

For systems with parameters, the complexity is significantly higher, see Table 5.5.

Table 5.5: Complexity of modal refinement checking with parameters

<table>
<thead>
<tr>
<th></th>
<th>Boolean</th>
<th>positive</th>
<th>pCNF</th>
<th>pDNF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>$\Pi_4^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
<td>$\in$ $\Pi_3^0$</td>
<td>$\Pi_3^0$-c.</td>
</tr>
<tr>
<td>positive</td>
<td>$\Pi_4^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
</tr>
<tr>
<td>pCNF</td>
<td>$\Pi_4^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
</tr>
<tr>
<td>pDNF</td>
<td>$\Pi_4^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
<td>$\Pi_3^0$-c.</td>
</tr>
<tr>
<td>MTS</td>
<td>$\Sigma_3^0$-c.</td>
<td>NP-c.</td>
<td>NP-c.</td>
<td>NP-c.</td>
</tr>
<tr>
<td>LTS</td>
<td>NP-c.</td>
<td>NP-c.</td>
<td>NP-c.</td>
<td>NP-c.</td>
</tr>
</tbody>
</table>

Since all the complexities are included in PSPACE, the huge success of SAT (Boolean satisfiability) solvers and also QBF (true quantified Boolean formulae) solvers inspired us to reduce these refinement problems to problems solvable by a QBF solver. By the complexity results it is possible to reduce the modal refinement over PMTS to a $\Pi_4^0$ query and over BMTS to a $\Pi_2^0$ query. However, for practical purposes it is better to use $\Sigma_3^0$ query for the latter case.

**Proposition 5.8** Given BMTS processes $s, t$, we can construct in polynomial time
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a formula $\Psi_{s,t}$ with no quantifiers such that

$$s \leq m t \text{ if and only if } \exists R \forall T_1 \exists T_2 \Psi_{s,t}$$

**Proposition 5.9** Given PMTS processes $s, t$, we can construct in polynomial time a formula $\Psi_{s,t}$ with no quantifiers such that

$$s \leq m t \text{ if and only if } \forall Par_1 \exists Par_2 \exists R \forall T_1 \exists T_2 \Psi_{s,t}$$

We have also performed experiments showing that this solution scales well in the size of the system as well as in the number of parameters, while a direct naive solution is infeasible, given the exponential complexity. We have implemented the reduction and linked it to the QBF solver Quantor. In order to evaluate whether our solution scales, we generate random systems of various sizes (as displayed in tables below in columns). We consider MTS, DMTS, BMTS and PMTS with different numbers of parameters (displayed in parenthesis). The entries in the tables are average running times in seconds. For the details, see Paper [I] and [KS13c]. In Table 5.6 we work with random systems, the refining system is identical to the abstract system except for a stronger obligation. The interesting part of the results is also depicted in Fig. 5.3.

Table 5.6: Experimental results: systems over alphabet of size 2 with branching degree 2 in the upper part, and systems over alphabet of size 10 with branching degree 10 in the lower part

<table>
<thead>
<tr>
<th></th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
<th>175</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTS</td>
<td>0.03</td>
<td>0.15</td>
<td>0.29</td>
<td>0.86</td>
<td>0.87</td>
<td>0.96</td>
<td>1.88</td>
<td>2.48</td>
</tr>
<tr>
<td>DMTS</td>
<td>0.04</td>
<td>0.22</td>
<td>0.39</td>
<td>0.91</td>
<td>1.13</td>
<td>1.34</td>
<td>2.61</td>
<td>3.19</td>
</tr>
<tr>
<td>BMTS</td>
<td>0.03</td>
<td>0.15</td>
<td>0.30</td>
<td>0.62</td>
<td>0.83</td>
<td>0.87</td>
<td>1.61</td>
<td>2.17</td>
</tr>
<tr>
<td>PMTS(1)</td>
<td>0.03</td>
<td>0.20</td>
<td>0.37</td>
<td>0.84</td>
<td>0.97</td>
<td>1.23</td>
<td>2.44</td>
<td>3.15</td>
</tr>
<tr>
<td>PMTS(5)</td>
<td>0.04</td>
<td>0.22</td>
<td>0.42</td>
<td>0.91</td>
<td>1.26</td>
<td>1.59</td>
<td>2.83</td>
<td>3.66</td>
</tr>
<tr>
<td>MTS</td>
<td>0.18</td>
<td>0.84</td>
<td>2.12</td>
<td>3.88</td>
<td>5.63</td>
<td>7.64</td>
<td>10.30</td>
<td>14.18</td>
</tr>
<tr>
<td>DMTS</td>
<td>0.44</td>
<td>2.23</td>
<td>5.31</td>
<td>8.59</td>
<td>10.13</td>
<td>14.14</td>
<td>13.96</td>
<td>66.92</td>
</tr>
<tr>
<td>BMTS</td>
<td>0.21</td>
<td>1.08</td>
<td>2.65</td>
<td>4.58</td>
<td>6.70</td>
<td>9.63</td>
<td>12.44</td>
<td>17.06</td>
</tr>
<tr>
<td>PMTS(1)</td>
<td>0.26</td>
<td>1.12</td>
<td>2.74</td>
<td>4.57</td>
<td>7.58</td>
<td>10.31</td>
<td>11.26</td>
<td>16.41</td>
</tr>
<tr>
<td>PMTS(5)</td>
<td>0.25</td>
<td>1.17</td>
<td>2.94</td>
<td>6.36</td>
<td>7.80</td>
<td>10.01</td>
<td>11.90</td>
<td>36.51</td>
</tr>
</tbody>
</table>

In Table 5.7, we first consider the systems as above, i.e. with edges generated randomly so that they create a tree and with some additional “noise” edges thus making the branching degree constant. Second, we consider systems where we have different “clusters”, each of which is interconnected with many edges. Each
of these clusters has a couple of “interface” states, which are used to connect to other clusters. We use this class of systems to model system descriptions with more “organic” structure.

Table 5.7: Experimental results: systems over alphabet of size 2 with branching degree 5; systems with random structure in the upper part, and systems with “organic” structure in the lower part

<table>
<thead>
<tr>
<th></th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
<th>175</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMTS</td>
<td>0.32</td>
<td>1.57</td>
<td>3.46</td>
<td>7.18</td>
<td>10.24</td>
<td>15.18</td>
<td>20.6</td>
<td>27.05</td>
</tr>
<tr>
<td>PMTS(1)</td>
<td>0.34</td>
<td>1.57</td>
<td>3.21</td>
<td>8.25</td>
<td>12.46</td>
<td>19.88</td>
<td>24.53</td>
<td>31.01</td>
</tr>
<tr>
<td>PMTS(5)</td>
<td>0.33</td>
<td>1.65</td>
<td>4.48</td>
<td>8.21</td>
<td>13.14</td>
<td>21.5</td>
<td>20.55</td>
<td>25.82</td>
</tr>
<tr>
<td>BMTS</td>
<td>0.01</td>
<td>0.03</td>
<td>0.18</td>
<td>0.22</td>
<td>0.3</td>
<td>0.48</td>
<td>0.73</td>
<td>1.02</td>
</tr>
<tr>
<td>PMTS(1)</td>
<td>0.01</td>
<td>0.07</td>
<td>0.14</td>
<td>0.22</td>
<td>0.43</td>
<td>0.43</td>
<td>0.72</td>
<td>0.83</td>
</tr>
<tr>
<td>PMTS(5)</td>
<td>0.01</td>
<td>0.05</td>
<td>0.1</td>
<td>0.17</td>
<td>0.31</td>
<td>0.43</td>
<td>0.88</td>
<td>1.39</td>
</tr>
</tbody>
</table>

On the one hand, observe that the number of parameters does not play any major role in the running time, see the graph in Fig. 5.3. The running times on PMTS with 5 parameters are very close to BMTS, i.e., PMTS with zero parameters, as can be seen in the graph. Therefore, the greatest theoretical complexity threat—the number of parameters allowing in general only for searching all exponentially many combinations—is in practice eliminated by the use of QBF solvers. On the other hand, observe that the running time is more affected by the level of non-determinism. However, the level of non-determinism is often quite low [BKLS09], hence this dependency does not pose a serious problem in practice. Further, even this most difficult setting with a high level of non-determinism allows for fast analysis if systems with a natural organic structure are considered, cf. upper and lower part of Table 5.7.

Figure 5.3: Graph of experimental results of Table 5.6 for systems with alphabets of size 10 and 2
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Thorough refinement

Furthermore, we extend the decision algorithm for thorough refinement checking over MTS \[\text{[BKLS12, BKLS12]}\] to the setting of DMTS (Paper \[\text{[B]}\]) and of BMTS and PMTS (Paper \[\text{[F]}\]). We show how PMTS can be translated to BMTS and BMTS can then be transformed to DMTS. As we also show we can decide the problem on DMTS in EXP, this shows decidability for BMTS and PMTS, but each of the translations is inevitably exponential. However, we show better upper bounds than doubly and triply exponential. To this end, we give also a direct algorithm for showing the problem is in NEXP for BMTS and 2-EXP for PMTS. The results are summarized in Table 5.8.

Since the thorough refinement is very hard, we also extend the method to approximate the thorough refinement by the modal refinement. Firstly, under-approximation is easy, as modal refinement implies thorough refinement.

**Proposition 5.10** Let \(s\) and \(t\) be PMTS processes. If \(s \leq_m t\) then \(s \leq_t t\).

For over-approximation, modal refinement can be used on deterministic BMTS, as both refinements coincide there, but not on PMTS.

**Proposition 5.11** Let \(s\) be a PMTS process and \(t\) a deterministic BMTS process. If \(s \leq_t t\) then \(s \leq_m t\).

**Proposition 5.12** There is a PMTS process \(s\) and a deterministic PMTS process \(t\) such that \(s \leq_t t\) but \(s \not\leq_m t\).

For the general case, we extend our method of the deterministic hull for MTS \[\text{[BKLS09]}\] to both BMTS and PMTS. Since for BMTS modal and thorough refinements coincide if the refined system is deterministic, we obtain a method to over-approximate using the deterministic hull. Finally, in the case with PMTS, we need to over-approximate the behaviour dependent on the parameters using parameter-free hull \(P\), because the coincidence of the refinements on deterministic systems fails for PMTS.

**Proposition 5.13** Let \(s\) be a PMTS process. Then \(D(s)\) is a deterministic PMTS process such that \(s \leq_m D(s)\).

**Proposition 5.14** Let \(s\) be a PMTS state. Then
- for every deterministic PMTS state \(t\), if \(s \leq_m t\) then \(D(s) \leq_m t\);
- for every deterministic BMTS state \(t\), if \(s \leq_t t\) then \(D(s) \leq_m t\).

**Proposition 5.15** Let \(s\) and \(t\) be PMTS states. If \(s \leq_t t\) then \(s \leq_m P(D(t))\).
Table 5.8: Complexity of the thorough refinement and the relationship to the modal refinement

<table>
<thead>
<tr>
<th></th>
<th>MTS</th>
<th>DMTS</th>
<th>BMTS</th>
<th>PMTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\leq_t \in$</td>
<td>EXP</td>
<td>EXP</td>
<td>NEXP</td>
<td>2-EXP</td>
</tr>
<tr>
<td>for $t$ determ.</td>
<td>$\leq_m = \leq_t$</td>
<td>$\leq_m = \leq_t$</td>
<td>$\leq_m = \leq_t$</td>
<td>$\leq_m \neq \leq_t$</td>
</tr>
</tbody>
</table>

Modal refinement of infinite state systems

We now turn our attention to the problems whether modal refinement holds between systems of given classes $mC_1$ and $mC_2$. We denote each such problem by $mC_1 \leq mC_2$, and consider classes of mMPRS as introduced in Chapter [1].

Unfortunately, simulation—and thus also refinement—is undecidable already on BPP [Hüt94] and BPA [GH94]. When considering the case where one of the two classes is FSM, the undecidability holds for PA [KM99]. Thus, we are left with the problems $mFSM \leq mPDA$, $mPDA \leq mFSM$ and $mFSM \leq mPN$, $mPN \leq mFSM$.

On the one hand, we show the former two problems to be decidable using non-modal methods for simulation of [KM02]. On the other hand, the non-modal methods for simulation of [JM95] cannot be extended to the latter two problems. We show that (surprisingly) they are both undecidable and, moreover, even for mBPP. The results are summarized in Table 5.9.

Moreover, for the decidable case, we obtain the precise complexity using [KM02a].

**Proposition 5.16** The problem $mPDA \leq mFSM$ is EXP-complete in both ways, even if the $mFSM$ is of a fixed size.

The problem $mBPA \leq mFSM$ is EXP-complete in both ways, but if the $mFSM$ is of a fixed size, it is P-complete.

Furthermore, the problem is decidable even for infinite MTS on both sides if we restrict to visibly PDA (vPDA) [AM04] and its subclass of visibly BPA (vBPA). The complexity can then be proved using complexity bounds for $\mu$-calculus model checking, as in [Srb06].

**Proposition 5.17** The problem $mvPDA \leq mvPDA$ is EXP-complete.

The problem $mvBPA \leq mvBPA$ is P-complete.

Finally, in the spirit of [AHKV98], we also consider a symmetric version of refinement resulting into a bisimulation notion over MTS.

**Definition 5.18** A birefinement relation is a symmetric refinement relation. Given processes $s, t$, we say that $s$ birefines $t$, written $s \sim_m t$, if there exists a birefinement relation containing $(s, t)$.
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<table>
<thead>
<tr>
<th>Decidability</th>
<th>mFSM $\leq_m$ mPDA, mvPDA $\leq_m$ mvPDA, mFSM $\sim_m$ mPRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undecidable</td>
<td>mFSM $\leq_m$ mbPP, mbPA $\leq_m$ mbPA</td>
</tr>
</tbody>
</table>

Using [KRS05] we obtain decidability of birefinement between a finite MTS and (surprisingly) arbitrary mPRS.

5.2.2 Operations

We first show that MTS are not closed under conjunction.

**Example 5.19** In Fig. 5.4 one can see two MTS with two incomparable maximal MTS solutions for conjunction. However, there is a unique greatest DMTS solution. This gives another justification for using DMTS instead of MTS.

![Figure 5.4: MTS processes $s_1, s_2$, their greatest lower bound $(s_1, s_2)$, and their two maximal MTS lower bounds $M_1, M_2$](image)

Nevertheless, we show that DMTS with one or more initial states, and thus also BMPS and PMTS are closed under conjunction. The result of the construction is based on the synchronous product. Thus it is a system over tuples of processes where the length of the tuple is the number of input systems. This means that the conjunction (and thus also a common implementation) can be constructed in polynomial time, if $n$ is fixed; and in exponential, if $n$ is a part of the input. This also yields the respective complexity bounds for the problem of deciding whether the input systems have a common implementation in these two settings. Further, if the MTS processes are deterministic, then the greatest lower bound is—as our algorithm computes it—also a deterministic MTS. Moreover, the conjunction is also the greatest lower bound with respect to the thorough refinement.

**Theorem 5.20** Let $s_1$, $s_2$, $s_3$ be BMPS or DMTSm processes. Then $\llbracket s_1 \land s_2 \rrbracket = \llbracket s_1 \rrbracket \cap \llbracket s_2 \rrbracket$. Further, $s_1 \leq_m s_2 \land s_3$ if and only if $s_1 \leq_m s_2$ and $s_1 \leq_m s_3$. 44
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The conjunction construction was later extended to systems with different alphabets by [BDCU13].

For disjunction, it is easy to obtain similar results for DMTS with more initial states or BMTS or PMTS.

**Theorem 5.21** Let $s_1, s_2, s_3$ be BMTS or DMTSm processes. Then $[s_1 \lor s_2] = [s_1] \cup [s_2]$. Further, $s_1 \lor s_2 \leq_m s_3$ iff $s_1 \leq_m s_3$ and $s_2 \leq_m s_3$.

However, for MTS (deterministic or not) and DMTS with a single initial state this is not possible.

**Example 5.22** Consider the MTS specifications in Fig. 5.5. While the disjunction can be described simply as a BMTS with obligation $\Omega(s_2) = ((a, \bullet) \land (b, \bullet)) \lor (\neg(a, \bullet) \land \neg(b, \bullet))$, no DMTS can express this.

![Figure 5.5: MTS processes $s_1$ and $s_2$, and their MTS and BMTS least upper bounds $(s_1, s_2)$](image)

**Proposition 5.23** With operations $\land$ and $\lor$, the sets of BMTS (or DMTSm) processes form bounded distributive lattices up to $(\leq_m \cap \geq_m)$-equivalence.

We also define parallel composition for DMTS and other classes, see Paper G and [BCK10]. Unfortunately, they inherit the incompleteness with respect to modal refinement from MTS, see [HL89, BKLS09b]. Therefore, we can only satisfy one direction in the axiom (parallel), the so-called independent implementability:

**Theorem 5.24** For all BMTS processes $s_1, s_2, s_3, s_4$, if $s_1 \leq_m s_3$ and $s_2 \leq_m s_4$ then $s_1 \parallel s_2 \leq_m s_3 \parallel s_4$.

The quotient (of non-deterministic systems) is considerably more complex and the question was open for a long time. We give a construction for BMTS and an exponentially smaller one for MTS.

**Theorem 5.25** For all BMTS processes $s, t$ and $x, x \parallel t \leq_m s$ iff $x \leq_m s/t$.

We briefly sketch the construction for MTS. Let $(S, \rightarrow_S, \rightarrow_S), (T, \rightarrow_T, \rightarrow_T)$ be non-deterministic MTS and $s, t$ their processes, respectively. We define the quotient $S/T = (Q, \rightarrow_Q, \rightarrow_Q)$ using $Q = \mathcal{P}(S \times T)$ with the initial state $q = \{(s, t)\}$. 
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For \( q = \{s_1/t_1, ..., s_n/t_n\} \in Q \) and \( a \in \Sigma \), we define the may transitions. We first compute which actions may be present: \( \gamma(q) = \bigcap_i (\alpha(s_i) \cup (\Sigma \setminus \alpha(t_i))) \) where \( \alpha(x) = \{ a \in \Sigma \mid \exists y, M : (a, y) \in M \in \text{Tran}(x) \} \) is the set of all available actions in \( x \). Now, for every \( a \in \gamma(q) \) and for each \( i \in \{1, ..., n\} \), denote by \( \text{May}_a(t_i) = \{t_{i,1}, ..., t_{i,m_i}\} \) all the may \( a \)-successors of \( t_i \), and define all possible transitions from \( q \), where each successor in \( T \) is matched with a successor in \( S \):

\[
\text{May}_a(q) = \{ \{s_{i,j}/t_{i,j} \mid i \in \{1, ..., n\}, j \in \{1, ..., m_i\} \} \mid \forall i \in \{1, ..., n\} : \forall j \in \{1, ..., m_i\} : s_{i,j} \in \text{May}_a(s_i) \}.
\]

For the (disjunctive) must-transitions, we let, for every \( s_i \xrightarrow{a} s' \),

\[ q \rightarrow \{(a, M) \in \{a\} \times \text{May}_a(q) \mid \exists t' : s'/t' \in M, t_i \xrightarrow{a} t' \} \]

be the matching preserving \( s_i \xrightarrow{a} s' \) in the composition of \( T \) and the quotient.

**Theorem 5.26** For all MTS processes \( s, t \) and \( x, x \parallel t \leq_m s \) iff \( x \leq_m s/t \).

**Example 5.27** We illustrate the construction on an example in Fig. 5.6. For details, see Paper G.

![Figure 5.6: Two non-deterministic MTS and their quotient](image)

**Proposition 5.28** With operations \( \wedge, \lor, \parallel \) and \( / \), the set of BMTS forms a commutative residuated lattice up to \((\leq_m \cap \geq_m)\)-equivalence.

We sum up the results in the following theorem and Table 5.10.

**Table 5.10**: Newly established closure properties (marked in red)

<table>
<thead>
<tr>
<th></th>
<th>( \wedge )</th>
<th>( \lor )</th>
<th>( \parallel )</th>
<th>( / )</th>
</tr>
</thead>
<tbody>
<tr>
<td>deterministic MTS</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MTS</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>DMTS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>DMTSm/BMTS/PMTS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
5.2.3 Model checking

LTL model checking and realizability

Recall that the $|=\forall$-problem for DMTS can be solved by standard model checking where we consider the LTS that is the “greatest” implementation of the DMTS, i.e. the one with all mays replaced by musts. Thus all possible runs are present in the implementation. The solution works for infinite runs, as well as deadlock-free systems and general systems. Similarly for $|=\exists$-problem, we can take the minimal implementation of the MTS if deadlocks are allowed and finite runs ignored. However, if this is not the case this solution does not work for the $|=\exists$-problem. Indeed, there are no minimal implementations; non-trivial decisions have to be made which transitions to implement.

Example 5.29 An MTS with only one may $a$-successor and one may $b$-successor cannot avoid deadlock in a unique way. Moreover, even if deadlocks are allowed, not implementing any choice may result in not satisfying $Xtt$.

The solution is to assign the task of decision making to a “player” and another player then chooses which of the implemented transitions is taken. Decisions of the players determine a run. The objective of the game is to satisfy the formula on the run. The first player can always succeed irrespective of what the other player does if and only if there is an implementation satisfying the formula. These LTL games are in general 2-EXP-complete [PR89]. The consequences are summarized in Table 5.11.

Table 5.11: Complexities of generalized LTL model checking ($\omega$ denoting finite runs are ignored, df deadlock-free implementations are ignored, $\infty$ no restriction)

|     | $|=\forall$ | $|=\exists$ |
|-----|-------------|-------------|
| MTS $|=\omega$ | PSPACE-complete | PSPACE-complete |
| MTS $|=\text{df}$ | PSPACE-complete | 2-EXP-complete |
| MTS $|=\infty$ | PSPACE-complete | 2-EXP-complete |
| DMTS | PSPACE-complete | 2-EXP-complete |

The best known time complexity bounds with respect to the size of system $|S|$ and the size of LTL formula $|\varphi|$ are the following. In all PSPACE-complete cases the time complexity is $O(|S| \cdot 2^{|\varphi|})$; in all 2-EXP-complete cases the time complexity is $|S|^2 2^{O(|\varphi| \log |\varphi|)} \cdot 2^{2^{O(|\varphi| \log |\varphi|)}}$. The latter upper bound is achieved by translating the LTL formula into a deterministic Rabin automaton of size $2^{2^{O(|\varphi| \log |\varphi|)}}$ with $2^{O(|\varphi|)}$ accepting pairs, thus changing the LTL game into a Rabin game. State of the art algorithm for solving Rabin games can be found e.g. in [PP06].

The high complexity poses a serious problem also in practice. Whenever the Rabin automaton is too large, the game cannot be solved in reasonable time.
The automata are usually large because there is a two-stage translation. First, we turn an LTL formula into a non-deterministic Büchi automaton; secondly, we determinize it using Safra’s construction [Saf88] or its modifications [MS95, Pit06, Sch09]. Since Safra’s determinization works not only for automata obtained from LTL but for all automata, it is too general and the blow-up is usually large. Therefore, we propose a direct translation from LTL to deterministic Rabin automata, which works much better in practice [KE12]. Moreover, we can use generalized Rabin automata instead, which can be used as well and are even smaller for complex formulae [CGK13]. As opposed to our previous work [KE12, GKE12, KLG13, Kře13], in Paper I we provide a translation for the whole LTL and actually even a more expressive logic of \( \mu\)-calculus (interpreted over linear structures) with “well-nested” fix-points.

LTL model checking can also help us with the problem of incompleteness of the parallel composition. We have seen there are processes \( s_1, s_2 \) such that their composition \( s_1 \parallel s_2 \) has an implementation \( i \) that does not arise as a composition \( i_1 \parallel i_2 \) of any two implementations \( i_1 \leq_m s_1, i_2 \leq_m s_2 \). Completeness can be achieved only under some restrictive conditions [BKLS09]. Here we show that composition is sound and complete with respect to every logic of linear time, i.e. it preserves and reflects all linear time properties. The completeness of composition with respect to linear time logics holds for all discussed cases: both for MTS and DMTS, both for infinite and all runs, and both universally and existentially. We do not define linear properties formally here, see e.g. [BK08]. As a special case, one may consider LTL formulae.

**Proposition 5.30** Let \( s_1 \) and \( s_2 \) be DMTS processes, \( \varphi \) a linear time property, and \( \ast \in \{\omega, \infty\} \). Then \( s_1 \parallel s_2 \models^\ast \varphi \) if and only if \( i_1 \parallel i_2 \models^\ast \varphi \) for all implementations \( i_1 \leq_m s_1 \) and \( i_2 \leq_m s_2 \).

**Proposition 5.31** Let \( s_1 \) and \( s_2 \) be DMTS processes, \( \varphi \) a linear time property, and \( \ast \in \{\omega, \infty\} \). Then \( s_1 \parallel s_2 \models^\ast \varphi \) if and only if \( i_1 \parallel i_2 \models^\ast \varphi \) for some implementations \( i_1 \leq_m s_1 \) and \( i_2 \leq_m s_2 \).

Thus \( \parallel \) is “LTL complete”, i.e. preserves and reflects all LTL properties. Therefore, the only spurious implementations are sums of legal implementations.

The same approach of reduction to an LTL game has later been used [DBPU12] to solve a very similar problem of deciding whether all/some implementation can be pruned to satisfy a given LTL formula.
Cheapest implementation

Now let us consider the problem of finding an implementation of MTSD, so that we spend the least possible amount of money (e.g. the pay to the driver) per time unit while conforming to the specification and the hardware budget. We first formally define the price scheme.

**Definition 5.32 (Dual-Price Scheme)** A dual-price scheme over an alphabet $\Sigma$ is a tuple $P = (r, H, \Psi, h)$ where

- $r : \Sigma \rightarrow \mathbb{Z}$ is a running cost function of actions per time unit,
- $H$ is a finite set of available hardware,
- $\Psi : \Sigma \rightarrow \mathcal{B}(H)$ is a hardware requirement function, and
- $h : H \rightarrow \mathbb{N}_0$ is a hardware investment cost function.

**Example 5.33** Consider Example 4.6 of the bus driver. Each action is assigned a running cost per time unit, e.g. drive costs 10 each time unit it is being performed. In addition, in order to perform an action, some hardware may be needed, e.g. vacuum_cleaner for the big_cleanup costing 100. This investment cost is paid only once. The price scheme is illustrated in Fig. 5.7. Notice that hardware requirements are specified as a Boolean combination of hardware components. This allows for much more variability than a possible alternative of a simple investment cost $\Sigma \rightarrow \mathbb{N}_0$.

![Figure 5.7: Example of a dual price scheme](image)

A set $G \subseteq H$ of hardware is **sufficient** for an MTSD implementation $i_0$, written $G \models i_0$, if $G \models a$ for every action $a$ reachable from $i_0$. The investment cost of $i_0$ is then defined as

$$i c(i_0) = \min_{G \models i_0} \sum_{g \in G} h(g) .$$
Further, a run from $i_0$ is an infinite sequence $i_0a_0t_0i_1a_1t_1\cdots$ with $(i_k, a_k, i_{k+1}) \in T$ and $t_k \in D(i_k, a_k, i_{k+1})$. Hence, in such a run, a concrete time duration in each uncontrollable interval is selected. We denote the set of all runs from $i_0$ by $\mathcal{R}(i_0)$. The running cost of an implementation $i_0$ is the worst-case long-run average

$$rc(i_0) = \sup_{i_0a_0t_0i_1a_1t_1\cdots\in\mathcal{R}(i_0)} \limsup_{n\to\infty} \frac{\sum_{k=0}^n r(a_k) \cdot t_k}{\sum_{k=0}^n t_k}.$$ 

Our cheapest-implementation problem is now defined as follows: given an MTSD specification process $s$ together with a dual-price scheme over the same alphabet, and given an upper-bound $\max_{ic}$ for the investment cost, find an implementation $i$ of $s$ such that $ic(i) \leq \max_{ic}$ and for every implementation $i'$ of $s$ with $ic(i') \leq \max_{ic}$, we have $rc(i) \leq rc(i')$.

Further, we introduce the respective decision problem, the implementation problem, as follows: given an MTSD specification process $s$ together with a dual-price scheme over the same alphabet, and given an upper-bound $\max_{ic}$ for the investment cost and an upper bound $\max_{rc}$ on the running cost, decide whether there is an implementation $i$ of $s$ such that both $ic(i) \leq \max_{ic}$ and $rc(i) \leq \max_{rc}$.

Example 5.34 Consider the dual-price scheme from the previous example and a specification process $s$ of Example 4.6. On the one hand, for maximum investment cost at least 100, the optimal running cost of the implementation of $s$ is $(1 \cdot 8 + 10 \cdot 10 + 6 \cdot 6 + 1 \cdot 8 + 10 \cdot 10 + 30 \cdot 7)/(1 + 10 + 6 + 1 + 10 + 30) \approx 7.97$ where we instruct the driver to do the big_cleanup and to wait as short as possible. On the other hand, if the maximum investment cost is 99 or less the optimal implementation has running cost $(5 \cdot 8 + 10 \cdot 10 + 6 \cdot 5)/(5 + 10 + 6) \approx 8.10$ where we instruct the driver to do the small_cleanup and to wait as long as possible. For details, see Paper [D].

In general, the problem is quite hard.

Theorem 5.35 The implementation problem is NP-complete.

We can obtain a more efficient algorithm for the implementation problem if we restrict the hardware requirement and obligation functions.

Theorem 5.36 The implementation problem with positive obligation function and a constant number of hardware components is polynomially equivalent to mean-payoff games and thus it is in NP $\cap$ coNP and solvable in pseudo-polynomial time.
5.2.4 Tool MoTraS

In Paper [H], we provide a tool MoTraS for design and analysis of MTS and its extensions. It comes not only with a graphical user interface, but as opposed to other mentioned tools also with a command line interface, which allows for batch processing. The Netbeans-based GUI offers all the standard components such as a canvas for drawing systems, windows for editing their properties, algorithms menu, possibility to view more systems at once etc. Both the GUI and the independent algorithms package, which contains all data-structures, algorithms and the CLI, are written in Java. In order to make the tool easily extensible, we introduced a file format xmts, which facilitates textual representation of different extensions of modal transition systems. The description of the format can be found on the web page of the tool [MTS].

As to the available algorithms, MoTraS supports all operations required for complete specification theories [BDH+12] and more. This includes modal refinement checking, parallel composition (for quotient see below), conjunction (or merge) and the related consistency checking and maximal implementation generation, deterministic hull and generalized LTL model checking. This functionality comes for MTS as well as more general DMTS and in all cases also non-deterministic systems are supported; in particular, the algorithm for conjunction is now considerably more complex.

In contrast, MTSA supports only modal refinement, parallel composition and consistency using the cloning operation, which may not terminate. It also offers a model checking procedure, which is, unfortunately, fundamentally flawed, see Section 5.1.3. This was shown in Paper [B] from where we adopt the corrected implementation. MIO offers modal refinement, the MIOA parallel composition, and conjunction for deterministic systems. On the top, it also offers quotient for deterministic systems. Note that both MTSA and MIO can only handle modal systems, not their disjunctive extension. MoTraS supports DMTS, which have more expressive power. In contrast to (non-deterministic) MTS, DMTS are rich enough to express solutions to process equations [LX90] (hence a specification of a missing component in a system can be computed) and are closed under all operations, particularly conjunction (which is necessary for merging viewpoints on a system).

Further, on the top of this functionality for MTS and DMTS, we also provide an implementation of our new method for modal refinement checking of BMTS and PMTS. While modal refinement on MTS and DMTS can be decided in polynomial time, on BMTS and PMTS it is higher in the polynomial hierarchy, namely $\Pi_2$ and $\Pi_4$, respectively. The new method, however, reduces the refinement problem to a problem directly and efficiently solvable by a QBF solver. The experimental results of Section 5.2.1 show that this solution scales well in the size of the system as well as in the number of parameters, while a direct naive solution is infeasible.

Moreover, we also implement the deterministic hull and the parameter-free
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hull for BMTS and PMTS, which enables us to both over- and under-approximate the very hard thorough refinement using the fast modal refinement, now even for the most general class of PMTS.

Table 5.12 summarizes the functionality: ✓ indicates a MoTraS implementation; for the other tools, the name indicates an implementation; “det.” denotes a functionality limited to deterministic systems.

Table 5.12: Functionality of the available tools

<table>
<thead>
<tr>
<th>Operation</th>
<th>MTS</th>
<th>DMTS</th>
<th>BMTS</th>
<th>PMTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel composition</td>
<td>MTS</td>
<td>MIO(MIAO)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Consistency</td>
<td>MTS(of 2 systems)</td>
<td>MIO(det.)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Conjunction</td>
<td>MIO(det.)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Quotient (det.)</td>
<td>MIO</td>
<td>✓</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Generalized LTL</td>
<td>MTS(incorrect)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Det./Par. hull</td>
<td>MTS</td>
<td>MIO</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Furthermore, as a result of a Bachelor’s thesis [Man13], MoTraS has been extended with MTSD and solving the cheapest implementation problem recently.

MoTraS is open source and the sources as well as examples, user’s guide etc. are accessible at http://www.model.in.tum.de/~kretinsk/motras.html
Chapter 6

Summary of the results and future work

The thesis contributes to the area of specification and verification of component-based software using modal transition systems. Firstly, in order to extend modelling abilities of the MTS formalism we have extended MTS with the following features:

- the obligation function to express practically useful more involved modalities (combined, exclusive, persistent or conditional choices) obtaining OTS, BMTS and PMTS;
- time durations and a price scheme to model running cost and hardware investment cost of an implementation;
- an infinite state space generated by finitely many rules for sequential and parallel compositions to model systems with unbounded memory, synchronization or dynamic threads/process creation.

We have compared the resulting formalisms and established relationships among them. This has led to identifying a robust class of DMTS with more initial states. Moreover, we have shown its equivalence to the modal $\nu$-calculus. This unifies the behavioural and logical approach to specification and verification and enables us to mix the two.

Secondly, in order to make the extensions applicable, we have developed algorithms and provided complexities for the following problems:

- operations required for complete specification theories, most interestingly lowering the complexity of conjunction form exponential to polynomial and the first solution to the quotient of non-deterministic MTS;
- modal and thorough refinements over the extensions necessary for stepwise design process;
- the cheapest implementation using mean-payoff games, useful in the embedded design;
- LTL generalized model checking using LTL games and deterministic $\omega$-automata.
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Thirdly, apart from theoretical contributions, we have also focused on practical efficiency of the proposed solutions:

- computing modal refinements with higher complexity using QBF solvers;
- approximating thorough refinement with yet higher complexity using the modal refinement and hulls;
- decreasing the size of the LTL games used for model checking MTS using a new translation of LTL to deterministic ω-automata.

Each of the proposed methods leads to speed-ups in orders of magnitude compared to standard methods.

Finally, we have provided a tool called MoTraS supporting most of the discussed functionality also for non-deterministic systems.

As for future work, one may consider the following directions. Firstly, there are several purely theoretical questions left open, such as logical characterization of refinements or a complete syntactic criterion for consistent mixed transition systems. Further, although the complexity of many problems has been established, there are still several complexity gaps left open, for instance, some cases of the refinements, the quotient construction (we conjecture the exponential blow-up is in general unavoidable), or conditions on decidability of refinement over infinite systems with parallelism, e.g. determinism as in [BKLS09b, EBHH10].

Secondly, one may further extend the MTS with additional features, e.g. input, output and internal actions as it is usual in interface theories [dAH01, CdAHS03], similarly to [RBB+09a, BMSH10, BHW10, BHB10, LV12], or include even more time features, such as clocks in priced timed automata [BLR04, BBL08] similarly to [BLPR12, FL12]. One may also extend the model checking algorithm to more complex settings such as the cheapest implementation with an additional requirement that the partial sums stay within given bounds as done in [BFL+08], or cheapest implementation satisfying a temporal property as suggested in [CdAHS03, CD10], model checking metric temporal logic (LTL with time durations) [Koy90], model checking infinite-state MTS similarly to PDA in [Wal96], or cheapest implementation of mPDA using methods like [CV12].

Thirdly, on the practical side, MoTraS only offers a limited support for BMTS and PMTS and the non-deterministic quotient is not implemented at all. Refinement algorithms are implemented using fixed-point iteration and waiting-queue skeleton classes, which allows for an easy introduction of multi-threading to all algorithms with conjectured speed up factor close to the number of cores used. Moreover, one could use a combined modal refinement checker, which uses the standard modal refinement checker to prune the initial relation before the QBF-based checker is called. Further, model checking could be speeded up by inte-
grating Rabinizer 3, which we currently develop. Finally, the cheapest implementation problem has been implemented in a Bachelor’s thesis [Man13] under the author’s supervision and is readily incorporated in an unreleased version of the tool.

6.1 Summary of the papers

In Appendix, we present the following papers:

A. Process algebra for modal transition systems. (MEMICS 2010)
   We introduce the obligation function, OTS and a process algebra and examine the expressivity of the previously studied subclasses of OTS.

B. Modal transition systems: Composition and LTL model checking. (ATVA 2011)
   We provide a polynomial algorithm for conjunction and solve LTL generalized model checking over (D)MTS using LTL games.

C. Parametric modal transition systems. (ATVA 2011)
   We introduce BMTS and PMTS and study the complexity of the modal refinement problems.

D. Dual-priced modal transition systems with time durations. (LPAR 2012)
   We introduce MTSD and price schemes and solve the cheapest implementation problem using mean-payoff games.

E. Modal process rewrite systems. (ICTAC 2012)
   We introduce mPRS and study decidability and complexity of the induced modal refinement problems.

F. On refinements of Boolean and parametric modal transition systems. (ICTAC 2013)
   We study the complexity of thorough refinement on BMTS and PMTS, provide its approximation using modal refinement, which we further reduce to QBF solving. We also show BMTS to be as expressive as PMTS.

G. Hennessy-Milner logic with greatest fixed points as a complete behavioural specification theory. (CONCUR 2013)
   We show DMTS with more initial states, BMTS, and 𝜈-calculus to be equivalent, establish them as complete specification theories and provide the first non-deterministic quotient construction.
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MoTraS: A tool for modal transition systems and their extensions. (ATVA 2013)

This tool paper presents MoTraS and compares it to the existing tools for MTS.

From LTL to deterministic automata: A Safraless compositional approach. (CAV 2014)

We provide an efficient translation of LTL into generalized Rabin automata yielding a basis for faster model checking MTS.

In Appendix, each paper is summarized and the author’s contribution is listed. The percentage indicating the author’s contribution has been approved by the respective co-authors.
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Summary

There have been several extensions of MTS, which offer various possibilities to specify modalities in specifications. We extend the framework of MTS and introduce the obligation function as a more general and more succinct way to express modality. Furthermore, it allows for more efficient composition. We then compare the expressiveness of subclasses of this new framework (OTS) that have been studied before (DMTS, MixTS, MTS). We establish several equivalences and several strict inequalities. Namely, we show that the syntactic consistency requirement for DMTS does not decrease the expressiveness except for the empty specifications. In contrast, it matters for MixTS. Further, we show DMTS to be more expressive than MixTS and not less expressive than general OTS. In order to establish the relationships, we introduce a process algebra to describe the systems and, moreover, characterize the examined classes as syntactic subclasses of this algebra.
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Abstract

The formalism of modal transition systems (MTS) is a well established framework for systems specification as well as abstract interpretation. Nevertheless, due to incapability to capture some useful features, various extensions have been studied, such as e.g. mixed transition systems or disjunctive MTS. Thus a need to compare them has emerged. Therefore, we introduce transition system with obligations as a general model encompassing all the aforementioned models, and equip it with a process algebra description. Using these instruments, we then compare the previously studied subclasses and characterize their relationships.

Keywords and phrases modal transition systems, process algebra, specification

Introduction

Design and verification of parallel systems is a difficult task for several reasons. Firstly, a system usually consists of a number of components working in parallel. Component based design thus receives much attention and composition is a crucial element to be supported in every reasonable specification framework for parallel systems. Secondly, the behaviour of the components themselves is not trivial. One thus begins the design process with an underspecified system where some behaviour is already prescribed and some may or may not be present. The specification is then successively refined until a real implementation is obtained, where all details of the behaviour are settled. Therefore, a need for support of stepwise refinement design arises. This is indispensable, either due to incapability of capturing all the required behaviour in the early design phase, or due to leaving a bunch of possibilities for the implementations, such as in e.g. product lines [6]. Modal transition systems is a framework supporting both these fundamental features.

Modal transition systems (MTS) is a specification formalism introduced by Larsen and Thomsen [7, 1] allowing both for stepwise refinement design of systems and their composition. A considerable attention has been recently paid to MTS due to many applications, e.g. component-based software development [9], interface theories [10], or modal abstractions and program analysis [5], to name just a few.

∗ The word “Systemses” in the title is deliberate. Modal transition systems is a formalism. We consider several formalisms based on modal transition systems here.
† The author has been supported by Czech Grant Agency grant no. G102/09/H042.
‡ The author is a holder of Brno PhD Talent Financial Aid.
Figure 1 An example of (a) a modal transition system (b) its implementation

The MTS formalism is based on transparent and simple to understand model of labelled transition systems (LTS). While LTS has only one labelled transition relation between the states determining the behaviour of the system, MTS as a specification formalism is equipped with two types of transitions: the must transitions capture the required behaviour, which is present in all its implementations; the may transitions capture the allowed behaviour, which need not be present in all implementations. Such a system can be refined in two ways: a may transition is either implemented (and becomes a must transition) or omitted (and disappears as a transition). Figure 1 depicts an MTS that has arisen as a composition of three systems and specifies the following. A request from a client may arrive. Then we can process it directly or make a query to a database where we are guaranteed an answer. In both cases we send a response. On the right there is an implementation of the system where the processing branch is implemented and the database query branch is omitted. Note that in this formalism we can easily compose implementations as well as specifications.

While specifying may transitions brings guarantees on safety, liveness can be guaranteed to some extent using must transitions. Nevertheless, at an early stage of design we may not know which of several possible different ways to implement a particular functionality will later be chosen, although we know at least one of them has to be present. We want to specify e.g. that either processing or query will be implemented, otherwise we have no guarantee on receiving response eventually. Therefore, several formalisms extending MTS have been introduced. Disjunctive modal transition systems (DMTS) do not enforce a particular transition, but specify a whole set of transitions at least one of which must be present. (In our example, it would be the set consisting of processing and query transitions.) DMTS have been introduced in several flavours [8, 4, 2]. Another extension guaranteeing more structured requirements on the behaviour are mixed transition systems (MixTS) [3]. Here the required behaviour is not automatically allowed (not all must transitions are necessarily also may transitions) and it must be realized using other allowed behaviour. This corresponds to the situation where a new requirement can be implemented using some reused components. Moreover, it allows for some liveness properties as well. All in all, a need for more structured requirements has emerged. Therefore, we want to compare these formalisms and their expressive power.

We introduce transition system with obligations (OTS), a framework that encompasses all the aforementioned systems. Further, we introduce a new process algebra, since there was none for any of the discussed classes of systems. The algebra comes with the respective structural operational semantics, and thus enriches the ways to reason about all these systems. More importantly it allows us to obtain their alternative characterization and provide a more compact description language for them. Altogether, these two new tools allow us to compare all the variants of MTS and we indeed show interesting relationships among the discussed systems. We characterize the process algebra fragments corresponding to the various subclasses of OTS, such as MTS, MixTS or variants of DMTS. Since bisimulation is a congruence w.r.t. all operators of the algebra, this allows for modular analysis of the systems and also for practical optimizations based on minimization by bisimulation.
quotienting. Finally, since OTS allow to specify requirements in quite a general form, we can perform some important optimizations in the composition of systems. E.g., when composing DMTS we can avoid an additional exponential blowup that was unavoidable so far.

## 2 Preliminaries

In order to define the framework we will work in, we need a tool to handle complex requirements imposed on the systems. For this we use positive boolean formulae.

### Definition 1. A positive boolean formula over set $X$ of atomic propositions is given by the following syntax:

$$\varphi ::= x \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \tt \mid \ff$$

where $x$ ranges over $X$. The set of all positive boolean formulae over $X$ is denoted as $\mathcal{B}^+(X)$. The semantics $[\varphi]$ of a positive boolean formula $\varphi$ is a set of subsets of $X$ satisfying $\varphi$. It is inductively defined as follows:

$$[x] = \{Y \subseteq X \mid x \in Y\} \quad [\varphi \land \psi] = [\varphi] \cap [\psi] \quad [\tt] = 2^X \quad [\ff] = \emptyset \quad [\varphi \lor \psi] = [\varphi] \cup [\psi]$$

Every positive boolean formula can be uniquely represented in conjunctive normal form (CNF). It can also be uniquely represented in disjunctive normal form (DNF). In the disjunctive normal form of $\varphi$, the disjuncts are precisely the minimal elements of $[\varphi]$ (with set inclusion). The formulae $\tt$ and $\ff$ are never needed as proper subformulae of any other formula.

We now proceed with the definition of the systems that are general enough to capture features of all the systems that we discuss in the paper.

### Definition 2. A transition system with obligations (OTS) over an action alphabet $\Sigma$ is a triple $(P, \rightarrow, \Omega)$, where $P$ is a set of processes, $\rightarrow \subseteq P \times \Sigma \times P$ is the may transition relation and $\Omega : P \to \mathcal{B}^+(\Sigma \times P)$ is the set of obligations.

For simplicity we also require the systems to be finitely branching, i.e. for every $P \in P$ there are only finitely many $P' \in P$ with $(P, a, P') \in \rightarrow$ for some $a$. Nevertheless, we could easily drop this assumption if we allowed conjunctions and disjunctions of infinite arities.

Various subclasses of OTS have been studied. We list the most important ones and depict their syntactic relationships in Fig. 2.

- A disjunctive modal transition system (DMTS) [8] is an OTS where the must obligations are in CNF. An arbitrary OTS can thus be expressed as a DMTS. Indeed, as noted above, any formula can be translated into CNF. However, this can cost an exponential blowup.
- A mixed transition system (MixTS) [3] is an OTS where the must obligations are just conjunctions of atomic predicates.

Moreover, we can impose the following consistency requirement

$$\Omega(S) \neq \ff \text{ and if } \Omega(S) \text{ contains } (a,T) \text{ then } S \xrightarrow{a} T,$$

which guarantees that all required behaviour is also allowed. This gives rise to the following systems:

- A consistent DMTS (cDMTS) [2] is a DMTS satisfying the consistency requirement.
- A modal transition system (MTS) [7] is a MixTS satisfying the consistency requirement.
The proof is done by induction on $Z \in y$ created from $Y$.

Lemma 5.

Later proofs. The first lemma is straightforward.

to the fundamental definition of OTS, we prove the following lemmata that will be useful in

Note that if we take $R = id$, $\varphi \subseteq id \psi$ if and only if $\varphi \Rightarrow \psi$ (i.e. $[\varphi] \subseteq [\psi]$). Before proceeding to the fundamental definition of OTS, we prove the following lemmata that will be useful in later proofs. The first lemma is straightforward.

Definition 4. Let $R \subseteq X \times X$, let $\varphi, \psi \in \mathcal{B}^+(X)$. We write $\varphi \subseteq_R \psi$ to denote

$$\forall M \in [\varphi] \exists N \in [\psi] \forall n \in N \exists m \in M : (m,n) \in R$$

Note that if we take $R = id$, $\varphi \subseteq id \psi$ if and only if $\varphi \Rightarrow \psi$ (i.e. $[\varphi] \subseteq [\psi]$).

Lemma 5. Let $\varphi \in \mathcal{B}^+(X)$. Then $[\varphi]$ is an upwards closed set in $(2^X, \subseteq)$.

For the two following lemmata, assume this situation: Let $X$ be an arbitrary set and let $Y_x$ be an arbitrary finite set for all $x \in X$. Let $\varphi \in \mathcal{B}^+(X)$ and $\hat{\varphi}$ be the formula that is created from $\varphi$ by replacing all occurrences of $x$ by $\bigvee Y_x$ (where $\bigvee \emptyset = \emptyset$).

Lemma 6. Let $Z \subseteq X$ and let $Z' \subseteq \bigcup_{z \in Z} Y_z$ such that for all $z \in Z$, there is some $y \in Y_z \cap Z'$. Then $Z \in [\varphi]$ implies $Z' \in [\hat{\varphi}]$.

Proof. The proof is done by induction on $\varphi$.

The cases of $\varphi = \top$ and $\varphi = \bot$ are trivial.

$\varphi = x$. Then $\hat{\varphi} = \bigvee Y_x$. $Z \in [\varphi]$ implies $x \in Z$ and thus there is some $y \in Y_x \cap Z'$.

Therefore $Z' \in [\hat{\varphi}]$ as $[\hat{\varphi}]$ contains $\{y\}$ and it is an upwards closed set.

$\varphi = \psi \wedge \xi$, then $\hat{\varphi} = \hat{\psi} \wedge \hat{\xi}$. Let $Z \in [\varphi] = [\psi] \cap [\xi]$. Then $Z \in [\psi]$ and $Z \in [\xi]$. Due to the induction hypothesis, $Z' \in [\hat{\psi}]$ and $Z' \in [\hat{\xi}]$, thus also $Z' \in [\psi \wedge \xi] = [\hat{\varphi}]$.

The case of $\vee$ is similar to the previous case.

Lemma 7. Let $Z' \subseteq \bigcup_x Y_x$ and let $Z = \{x \mid \exists y \in Y_x \cap Z'\}$. Then $Z' \in [\hat{\varphi}]$ implies $Z \in [\varphi]$.

Proof. The proof is done by induction on $\varphi$.

Figure 2 The syntactic hierarchy of MTS extensions

- A labelled transition system (LTS) is an MTS such that whenever $S \overset{a}{\rightarrow} T$ then $\Omega(S) = (a,T) \wedge \varphi$ for some $\varphi$. Since all behaviour of an LTS is both allowed and required at the same time, we also call LTS an implementation.

In order to define the refinement relation on the systems, we need the following auxiliary notion of refinement on formulae motivated by the following example.

Example 3. Let us assume formulae $\varphi = (a \wedge b) \vee c$ and $\psi = A \vee C \vee D$. The renaming $R : a = A, c = C$ then guarantees that $\varphi \Rightarrow \psi$. This logical refinement (entailment) up to renaming is formalized in the following definition.

Definition 4. Let $R \subseteq X \times X$, let $\varphi, \psi \in \mathcal{B}^+(X)$. We write $\varphi \subseteq_R \psi$ to denote

$$\forall M \in [\varphi] \exists N \in [\psi] \forall n \in N \exists m \in M : (m,n) \in R$$

Note that if we take $R = id$, $\varphi \subseteq id \psi$ if and only if $\varphi \Rightarrow \psi$ (i.e. $[\varphi] \subseteq [\psi]$). Before proceeding to the fundamental definition of OTS, we prove the following lemmata that will be useful in later proofs. The first lemma is straightforward.

Lemma 5. Let $\varphi \in \mathcal{B}^+(X)$. Then $[\varphi]$ is an upwards closed set in $(2^X, \subseteq)$.

For the two following lemmata, assume this situation: Let $X$ be an arbitrary set and let $Y_x$ be an arbitrary finite set for all $x \in X$. Let $\varphi \in \mathcal{B}^+(X)$ and $\hat{\varphi}$ be the formula that is created from $\varphi$ by replacing all occurrences of $x$ by $\bigvee Y_x$ (where $\bigvee \emptyset = \emptyset$).

Lemma 6. Let $Z \subseteq X$ and let $Z' \subseteq \bigcup_{z \in Z} Y_z$ such that for all $z \in Z$, there is some $y \in Y_z \cap Z'$. Then $Z \in [\varphi]$ implies $Z' \in [\hat{\varphi}]$.

Proof. The proof is done by induction on $\varphi$.

The cases of $\varphi = \top$ and $\varphi = \bot$ are trivial.

$\varphi = x$. Then $\hat{\varphi} = \bigvee Y_x$. $Z \in [\varphi]$ implies $x \in Z$ and thus there is some $y \in Y_x \cap Z'$.

Therefore $Z' \in [\hat{\varphi}]$ as $[\hat{\varphi}]$ contains $\{y\}$ and it is an upwards closed set.

$\varphi = \psi \wedge \xi$, then $\hat{\varphi} = \hat{\psi} \wedge \hat{\xi}$. Let $Z \in [\varphi] = [\psi] \cap [\xi]$. Then $Z \in [\psi]$ and $Z \in [\xi]$. Due to the induction hypothesis, $Z' \in [\hat{\psi}]$ and $Z' \in [\hat{\xi}]$, thus also $Z' \in [\psi \wedge \xi] = [\hat{\varphi}]$.

The case of $\vee$ is similar to the previous case.

Lemma 7. Let $Z' \subseteq \bigcup_x Y_x$ and let $Z = \{x \mid \exists y \in Y_x \cap Z'\}$. Then $Z' \in [\hat{\varphi}]$ implies $Z \in [\varphi]$.

Proof. The proof is done by induction on $\varphi$. 
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= The cases of \( \varphi = \mathsf{tt} \) and \( \varphi = \mathsf{ff} \) are trivial.
= \( \varphi = x \). Then \( \varphi = \sqrt{Y_x} \). As \( Z' \in [\varphi] \), there has to be some \( y \in Y_x \cap Z' \). Thus \( x \in Z \), which means that \( Z \in [\varphi] \).
= The cases of \( \land \) and \( \lor \) are similar to the proof of the previous lemma.

We can now proceed to the fundamental definition of refinement of OTS.

\[ \text{Definition 8.} \text{ Let } (\mathcal{P}_1, \rightarrow_1, \Omega_1), (\mathcal{P}_2, \rightarrow_2, \Omega_2) \text{ be two OTS and } R \subseteq \mathcal{P}_1 \times \mathcal{P}_2. \text{ We say that } R \text{ is a refinement relation, if } (S, T) \in R \text{ implies that:}
= \text{Whenever } S \rightarrow a S' \text{ there is } T \rightarrow a T' \text{ such that } (S', T') \in R.
= \Omega_1(S) \subseteq \Sigma R \Omega_2(T) \text{ where } \Sigma R = \{(a, S), (a, T)) | a \in \Sigma, (S, T) \in R\}.
\]

We say that \( S \) refines \( T \) (denoted as \( S \leq T \)) if there is a refinement relation \( R \) such that \( (S, T) \in R \). Further, we say that a process \( I \) is an implementation of a process \( S \) if \( I \) is an implementation and \( I \leq S \). We denote the set of all implementations of \( S \) by \([S] = \{I | I \leq S, I \text{ is an implementation}\}\).

\[ \text{Remark.} \text{ Clearly, our definition of refinement coincides with modal refinements on all discussed subclasses of OTS.}
\]

One can easily see that every system satisfying the consistency requirement has an implementation, whereas DMTS and MixTS do not necessarily have one. We can compare various flavours of modal transition systems according to expressivity. Due to previous observation, we only consider nonempty sets of implementations.

\[ \text{Definition 9.} \text{ Let } \mathcal{C}, \mathcal{D} \text{ be subclasses of OTS. We say that } \mathcal{D} \text{ is at least as expressive as } \mathcal{C}, \text{ written } \mathcal{C} \preceq \mathcal{D}, \text{ if for every } C \in \mathcal{C} \text{ with } \llbracket C \rrbracket \neq \emptyset \text{ there is } D \in \mathcal{D} \text{ such that } \llbracket D \rrbracket = \llbracket C \rrbracket. \text{We write } \mathcal{C} \equiv \mathcal{D} \text{ to indicate } \mathcal{C} \preceq \mathcal{D} \text{ and } \mathcal{C} \succeq \mathcal{D}, \text{ and } \mathcal{C} \prec \mathcal{D} \text{ to indicate } \mathcal{C} \preceq \mathcal{D} \text{ and not } \mathcal{C} \equiv \mathcal{D}.\]

3 Process Algebra for DMTS

In this section we define a process algebra for OTS. However, since the processes represent sets of implemented systems (i.e. sets of sets of behaviours), we still need the obligation function to fully capture them. For the sake of simplicity, we introduce the parallel composition operator only in the following subsection.

\[ \text{Definition 10.} \text{ Let } \mathcal{X} \text{ be a set of process names. A term of process algebra for OTS is given by the following syntax:}
\]

\[
P ::= \text{nil} \mid \text{co-nil} \mid a.P \mid X \mid P \land P \mid P \lor P \mid \downarrow P
\]

where \( X \) ranges over \( \mathcal{X} \) and every \( X \in \mathcal{X} \) is assigned a defining equality of the form \( X := \mathcal{P} \) where \( \mathcal{P} \) is a term. The semantics is given by the following structural operational semantics rules:

\[
\begin{align*}
\frac{a.P \rightarrow a P'}{X \rightarrow a P'} & \quad X := P \\
\frac{P \rightarrow a P'}{P \land Q \rightarrow a P'} & \quad P \rightarrow a P' \\
\frac{P \rightarrow a P'}{P \lor Q \rightarrow a P'} & \quad P \rightarrow a P'
\end{align*}
\]

The obligation function on terms is defined structurally as follows:

\[
\begin{align*}
\Omega(\text{nil}) &= \mathsf{tt} \\
\Omega(\text{co-nil}) &= \mathsf{ff} \\
\Omega(a.P) &= (a, P) \\
\Omega(X) &= \Omega(P) \text{ for } X := P
\end{align*}
\]
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As a convenient shortcut we introduce \( \Diamond P \equiv (P \lor \text{nil}) \) to capture the may transitions, i.e. an allowed behaviour that is not necessarily forced. Hence we easily obtain the following using the rules above:

\[
\frac{P \xrightarrow{a} P'}{\Diamond P \xrightarrow{a} P'} \quad \Omega(\Diamond P) = \text{tt}
\]

We now obtain the discussed subclasses of OTS as syntactic subclasses generated by the following syntax equations (modulo transformation to CNF):

- DMTS: \( P ::= \text{nil} | a.P | X | P \land P | P \lor P | \Diamond P | \text{co-nil} \)

- cDMTS: \( P ::= \text{nil} | a.P | X | P \land P | P \lor P \)

- MixTS: \( P ::= \text{nil} | a.P | X | P \land P | P \lor P | \Diamond P | \text{co-nil} \)

- LTS: \( P ::= \text{nil} | a.P | X | P \land P | P \lor P | \Diamond \text{nil} \)

### 3.1 Composition

We define the composition operator based on synchronous message passing, as it encompasses the synchronous product as well as interleaving.

▸ **Definition 11.** Let \( \Gamma \subseteq \Sigma \) be a synchronizing alphabet. For processes \( S_1 \) and \( S_2 \) we define the process \( S_1 \parallel S_2 \) as follows.

- If \( S_1 \xrightarrow{a} S_1' \) and \( S_2 \xrightarrow{a} S_2' \) with \( a \in \Gamma \), then \( S_1 \parallel S_2 \xrightarrow{a} S_1' \parallel S_2' \)

- If \( S_1 \xrightarrow{a} S_1' \) and \( S_2 \parallel \xrightarrow{a} S_2' \) with \( a \in \Sigma \setminus \Gamma \), then \( S_1 \parallel S_2 \xrightarrow{a} S_1' \parallel S_2' \)

As we may assume obligations to be in disjunctive normal form, let us denote \( \Omega(S_1) = \bigvee_i \bigwedge_{j,k} (a_{ij}, P_{ij} \parallel Q_{kl}) \) and \( \Omega(S_2) = \bigvee_k \bigwedge_{i,l} (b_{il}, Q_{kl}) \). We define \( \Omega(S_1 \parallel S_2) \) by

\[
\bigvee_{i,k} \left( \bigwedge_{j,l} (a_{ij}, P_{ij} \parallel Q_{kl}) \land \bigwedge_{j,a_{ij} \notin \Gamma} (a_{ij}, P_{ij} \parallel S_2) \land \bigwedge_{l,b_{il} \notin \Gamma} (b_{il}, S_1 \parallel Q_{kl}) \right)
\]

Intuitively, for a process \( S \), the set \([\Omega(S)] \subseteq 2^{2^\Sigma \times \Gamma}\) consists of all possible choices of successors of \( S \) that realize all obligations. Composing \([\Omega(S_1)]\) and \([\Omega(S_2)]\) in the same manner as may transitions above generates \([\Omega(S_1 \parallel S_2)]\).

Note that \([\Omega(S)]\) corresponds to DNF of obligations. Nevertheless, they can also be written equivalently in the form of a set of must transitions of DMTS, which corresponds to CNF. During the design process CNF is more convenient to use, whereas the composition has to be done in DNF even for DMTS and then translated back, thus causing an exponential blowup. However, using OTS allows for only one transformation and then the compositions are done using DNF, as the result is again in DNF. As our definition extends the previous definitions on all the discussed models, this shows another use of OTS.

▸ **Remark.** Refinement is a precongruence with respect to all operators of the process algebra (including the composition operator). Hence, refinemental equivalence, i.e. \( \leq \cap \leq^{-1} \), is a congruence.
4  Hierarchy Results

In this section, we study the relationship between the OTS subclasses and establish the following complete result:

LTS (implementations) ⪯ MTS ⪯ MixTS ⪯ cDMTS ⪯ DMTS (OTS)

We first show that cDMTS ⪯ DMTS. We do that by showing that every OTS process that has an implementation can be substituted by an OTS process that satisfies the consistency requirement and has the same set of implementations. To that end, we use an auxiliary definition of a consistency relation. This definition is a slight modification of the consistency relation defined in [8]. In the definition, the notation $2^{|\mathcal{P}|}_{\text{fin}}$ stands for the set of all finite subsets of $\mathcal{P}$.

Definition 12 (consistency). Let $(\mathcal{P}, \rightarrow, \Omega)$ be a OTS. A subset $C$ of $2^{|\mathcal{P}|}_{\text{fin}}$ is called a consistency relation if for all $\{S_1, \ldots, S_n\} \in C$ and $i \in \{1, \ldots, n\}$ there is $X \in [\Omega(S_i)]$ such that for all $(a, U) \in X$ there are $S_j \xrightarrow{a} T_j$ (for all $j$) such that $\{U, T_1, \ldots, T_n\} \in C$.

It may be easily seen that an arbitrary union of consistency relations (for given OTS) is also a consistency relation. Therefore, we may talk about the greatest consistency relation. The following lemma explains the motivation behind the consistency relation, i.e. that a set of processes is consistent if it has a common implementation.

Lemma 13. Let $S_1, \ldots, S_n$ be processes. There exists a consistency relation $C$ containing $\{S_1, \ldots, S_n\}$ if and only if $\bigcap_{1 \leq i \leq n} [S_i] \neq \emptyset$.

Proof. Recall that $\varphi \subseteq_\Sigma \psi$ if and only if for all $M \in [\varphi]$ there is some $N \in [\psi]$ such that for all $(a, T) \in N$ there is some $(a, S) \in M$ such that $S \leq T$.

We show that $C = \{\{S_1, \ldots, S_k\} \mid k \in \mathbb{N}, \bigcap_{i} [S_i] \neq \emptyset\}$ is a consistency relation. Let $\{S_1, \ldots, S_n\} \in C$, let $I \in \bigcap_{i} [S_i]$ and let $i \in \{1, \ldots, n\}$ be arbitrary. Take $M = \{(a, J) \mid I \xrightarrow{a} J\}$. Clearly, $M \in [\Omega(I)]$ as $I$ is an implementation. Due to $\Omega(I) \subseteq_\Sigma \Omega(S_i)$ there has to be some $N \in [\Omega(S_i)]$ such that for each $(a, U) \in N$ there is $(a, J) \in M$ such that $J \leq U$.

Let now $X = N$ and let $(a, U) \in X$. Then $I \xrightarrow{a} J$ with $J \leq U$. Therefore, as $I \leq S_j$, $S_j \xrightarrow{a} T_j$ and $J \leq T_j$ for all $j$. Thus $J \in [U] \cap \bigcap_{i} [T_i]$ and $\{U, T_1, \ldots, T_n\} \in C$.

To show the converse, assume that there is a consistency relation $C$ containing $\{S_1, \ldots, S_n\}$. We know that for all $i$ there is some $X \in \Omega(S_i)$ such that for all $(a, U) \in X$ there are $S_j \xrightarrow{a} T_j$ (for all $j$) such that $\{U, T_1, \ldots, T_n\} \in C$. For fixed $i$, we denote the chosen $X$ as $X_i$. We construct $I$ coinductively as follows:

$$\Omega(I) = \bigwedge_i \bigwedge_{(a, U) \in X_i} (a, J_i^U)$$

with $I \xrightarrow{a}$ transitions to all $(a, J_i^U)$, where $J_i^U$ is a common implementation of $U$, $T_1$, $\ldots$, $T_n$ with $T_i$ given above. Clearly, $I$ is an implementation of all $S_i$.

We now proceed with the construction of a new consistent OTS that is equivalent to the original OTS.

Definition 14. Let $(\mathcal{P}, \rightarrow, \Omega)$ be a OTS, Con its greatest consistency relation. We create a new OTS as $(\text{Con}, \rightarrow, \Omega)$ where

- $S \xrightarrow{a} T$ whenever for all $S \in \mathcal{S}$, $S \xrightarrow{a} T$ with $T \in \mathcal{T}$.  
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We now show that

\[ \Omega(S) = \bigwedge_{S_i \in S} \Omega(S) \] where \( \Omega(S) \) is the formula that is created from \( \Omega(S) \) by replacing all occurrences of \( (a,U) \) by \( \bigvee \{(a, \{U, T_1, \ldots, T_n\}) \ | \ \forall i : S_i \rightarrow^{a_i} T_i, \{U, T_1, \ldots, T_n\} \in \text{Con} \} \) (where \( \bigvee \emptyset = \emptyset \)).

Note that due to the properties of \( \text{Con} \), \( \Omega(S) \) is never \( \emptyset \). We prove that the construction is correct, i.e. for every consistent process of the original OTS, we have indeed a process of the new OTS with the same set of implementations.

\[ \text{Theorem 15. Let } S \text{ be a process. Then } [S] \neq \emptyset \text{ if and only if } \{S\} \in \text{Con}. \text{ Moreover, if } \{S\} \in \text{Con} \text{ then } [\{S\}] = [\{\{S\}\}] \text{.} \]

\[ \text{Proof. The first part of the theorem is already included in Lemma 13. We thus prove the second part. We first show that } I \in [S] \text{ implies } I \in [\{S\}] \text{. We define } R \text{ as:} \]

\[ R = \{ \{I, \{S_1, \ldots, S_n\}\} \ | \ n \in \mathbb{N}, \forall i : I \in [S_i], \{S_1, \ldots, S_n\} \in \text{Con} \} \]

and prove that \( R \) is a refinement relation. Let \( \{I, \{S_1, \ldots, S_n\}\} \in R \).

\[ \text{Let } I \rightarrow^{a} J. \text{ Then, as } I \leq S_i, S_i \rightarrow^{a_i} T_i \text{ with } J \leq T_i \text{ for all } i. \text{ Thus also } \{S_1, \ldots, S_n\} \rightarrow^{\vec{a}} \{T_1, \ldots, T_n\} \text{ and } \{J, \{T_1, \ldots, T_n\}\} \in R. \]

\[ \text{Let } \Omega(I) = \varphi, \Omega(S_i) = \psi. \text{ We need to show that } \varphi \sqsubseteq_{\Sigma} \psi. \text{ Let } M \in [\varphi]. \text{ Then, as } I \leq S_i \text{ for all } i, \text{ there exist } N_i \in [\Omega(S_i)] \text{ such that for all } (a, U) \in N_i \text{ exists } (a, J) \in M \text{ with } J \leq U \text{ (due to } \varphi \sqsubseteq_{\Sigma} \Omega(S_i)). \text{ We use the notation } J_{(a, U)} \text{ to denote such } J. \]

Let now \( N = \{(a, \{U, T_1, \ldots, T_n\}) \ | \ \exists i : (a, U) \in N_i, \forall j : S_j \rightarrow^{a_j} T_j, (a, U) \leq T_j, \{U, T_1, \ldots, T_n\} \in \text{Con} \}. \) Clearly, for all \( (a, \{U, T_1, \ldots, T_n\}) \in N \) there is some \( (a, J) \in M \) such that \( (J, \{U, T_1, \ldots, T_n\}) \in R \) (we take \( J = J_{(a, U)} \)).

We need to prove that \( N \in [\psi] \). In other words, we need to prove that for all \( i, N \in [\Omega(S_i)] \). That is, however, a straightforward corollary of Lemma 6 (take \( Z = N_i, Z' = N \)).

We now show that \( I \in [\{S\}] \) implies \( I \in [S] \). We define \( R \) as:

\[ R = \{ (I, S) \ | \ I \leq S \text{ with } S \in S \in \text{Con} \} \]

and prove that \( R \) is again a refinement relation. Let \( (I, S) \in R \) and let \( S \) be such that \( I \leq S \) and \( S \in S \).

\[ \text{Let } I \rightarrow^{a} J. \text{ Then } S \rightarrow^{a} T \text{ with } J \leq T \text{ and thus } S \rightarrow^{a} T \text{ with } T \in T \text{. Thus also } (J, T) \in R. \]

\[ \text{Let } \Omega(I) = \varphi, \Omega(S) = \psi. \text{ We need to show that } \varphi \sqsubseteq_{\Sigma} \Omega(S) \psi. \text{ Let } M \in [\varphi]. \text{ Due to the fact that } \varphi \sqsubseteq_{\Sigma} \Omega(S) \varphi, \text{ we know that there exists } N' \in [\Omega(S)] \text{ such that for all } (a, \{U, T_1, \ldots, T_n\}) \in N' \text{ there exists } (a, J) \in M \text{ with } J \leq (a, T_1, \ldots, T_k). \text{ Take } N = \{(a, U) \ | \ (a, T') \in N' \text{ with } U \in T \}. \text{ Clearly, as } N' \in [\Omega(S)] \text{ also } N' \in [\Omega(S)]. \text{ Using Lemma 7, we get that } N \in [\Omega(S)] \text{ (take } Z' = N', Z = N). \]

The following lemma shows that MixTS \( \prec \) cDMTS.

\[ \text{Lemma 16. There is no MixTS } M \text{ such that } [M] = [a.\text{nil} \lor b.\text{nil}]. \]

\[ \text{Proof. We first note that any equation defining a MixTS may be written in the following normal form:} \]

\[ X := \bigwedge_i ?a_i.S_i \land \bigwedge_j ?a_j.T_j \]
Clearly, there are three implementations of $a.nil \lor b.nil$, namely $a.nil$, $b.nil$ and $a.nil \land b.nil$. Let thus $M$ have these three implementations. Clearly, the $\xi$ part of $M$ has to be empty (i.e. $\Omega(M) = tt$) as $M$ can force neither $a$ transition nor $b$ transition. But then $nil \in [M]$.

Due to Theorem 15, we have a syntactic characterization of consistent OTS. Since we now know MixTS $\approx$ DMTS, a question arises whether such a characterization can be obtained also for consistent MixTS. Observe that the previous construction transforms every MixTS into a consistent OTS with formulae in CNF where all literals in one clause have the same action. One might be tempted to consider the following syntactic characterization of consistent MixTS:

\[
P ::= \text{nil} \mid X \mid a.P \mid P \land P \mid \bigvee_i a.P_i
\]

However, that is not the case, as shown by the following lemma. Hence, this question remains open.

\[\textbf{Lemma 17.} \text{ There is no MixTS } M \text{ such that } [M] = [[(a.(a.nil \land b.nil) \lor a.nil) \land \xi a.a.nil]].\]

\textbf{Proof.} Let $M = \bigwedge_i ?a.N_i \land \bigwedge_j \xi a.O_j$. (All outgoing transitions from $M$ have to be $a$-transitions.) We make the following observations:

- For all $j$, $\Omega(O_j) = tt$. Otherwise, $a.nil$ could not be an implementation of $M$.
- Also, for all $j$, $O_j \not\rightarrow^a$. Otherwise, $a.(a.nil \land b.nil)$ could not be an implementation of $M$.
- There has to be some $k$ such that $a.nil \in [N_k]$, as $a.nil \land a.a.nil$ also has to be an implementation of $M$.

We now show that $a.a.nil$ is an implementation of $M$. Let $R'$ be an arbitrary refinement relation such that $(a.nil, N_k) \in R'$ (we know that such $R'$ exists as $a.nil \leq N_k$). Take $R$ as

\[
R = id \cup R' \cup \{(a.a.nil, M)\} \cup \{(a.nil, O_j) \mid \forall j\}
\]

We now show that $R$ is a refinement.

- $a.a.nil \not\rightarrow^a a.nil$ is matched by $M \not\rightarrow^a N_k$.
- $\Omega(a.a.nil) = (a.a.nil)$, $\Omega(M) = \bigwedge_j (a.O_j)$, thus $\Omega(a.a.nil) \subseteq \Sigma_R \Omega(M)$.
- $(a.nil, N_k) \in R'$, therefore the conditions of refinement are satisfied.
- $a.nil \not\rightarrow^a nil$ is matched by $O_j \not\rightarrow^a nil$
- As $\Omega(O_j) = tt$, clearly $\Omega(a.nil) \subseteq \Sigma_R \Omega(O_j)$.

However, $a.a.nil$ is not an implementation of $(a.(a.nil \land b.nil) \lor a.nil) \land \xi a.a.nil$.

Finally, we show that MTS $\prec$ MixTS.

\[\textbf{Lemma 18.} \text{ There is no MTS } S \text{ such that } [S] = [[?a.b.nil \land a.c.nil \land \xi a.(?b.nil \land ?c.nil)]]].\]

\textbf{Proof.} Similarly to MixTS, any equation defining a MTS can be written in the following normal form:

\[
X = \bigwedge_i ?a_i.S_i \land \bigwedge_j a_j.T_j
\]

There are three implementations which $S$ has to possess and those are $a.b.nil$, $a.c.nil$, and $a.b.nil \land a.c.nil$ and $S$ cannot possess any other implementation. Clearly, $S$ cannot be of the form $a.T \land P$, as then $T$ would have to satisfy $b.nil \leq T$ (as $a.b.nil \leq S$), also $c.nil \leq T$ (as $a.c.nil \leq S$), yet it cannot satisfy $(b.nil \land c.nil) \leq T$ (as $a.(b.nil \land c.nil) \leq S$). This is not possible as it can be proven that if $P \leq T$ and $Q \leq T$ then also $P \land Q \leq T$ for all OTS. Therefore $S = \bigvee_i ?a_i.S_i$ and thus $\Omega(S) = tt$. But then $nil \leq S$ and $S$ has more implementations than $a.b.nil \land a.c.nil \land \xi a.(?b.nil \land ?c.nil)$.
For the sake of completeness, we also state that LTS $\prec$ MTS. This trivially follows, as every LTS only has one implementation, whereas e.g. $?a.nil$ has two implementations $a.nil$ and nil.

5 Conclusion and Future Work

We have introduced a new formalism of transition system with obligations together with its process algebra. We have used it to compare various previously studied systems. The main result shows that general DMTS are not more powerful than consistent DMTS, whereas mixed transition systems are strictly less expressive. Furthermore, we have given an alternative syntactic characterizations of the studied systems, although a complete syntactic criterion for consistent mixed transition systems remains as a future work. Surprisingly, using more general OTS leads to some optimizations in computation of the composition that were not possible in the previously used frameworks (as discussed in [2]).
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Abstract. Modal transition systems (MTS) is a well established formalism used for specification and for abstract interpretation. We consider its disjunctive extension (DMTS) and we provide algorithms showing that refinement problems for DMTS are not harder than in the case of MTS. There are two main results in the paper. Firstly, we identify an error in a previous attempt at LTL model checking of MTS and provide algorithms for LTL model checking of MTS and DMTS. Moreover, we show how to apply this result to compositional verification and circumvent the general incompleteness of the MTS composition. Secondly, we give a solution to the common implementation and conjunctive composition problems lowering the complexity from EXPTIME to PTIME.

1 Introduction

Specification and verification of programs is a fundamental part of theoretical computer science and is nowadays regarded indispensable when designing and implementing safety critical systems. Therefore, many specification formalisms and verification methods have been introduced. There are two main approaches to this issue. The behavioural approach exploits various equivalence or refinement checking methods, provided the specifications are given in the same formalism as implementations. The logical approach makes use of specifications given as formulae of temporal or modal logics and relies on efficient model checking algorithms. In this paper, we combine these two methods.

The specifications are rarely complete, either due to incapability of capturing all the required behaviour in the early design phase, or due to leaving a bunch of possibilities for the implementations, such as in e.g. product lines [1]. One thus begins the design process with an underspecified system where some behaviour is already prescribed and some may or may not be present. The specification is then successively refined until a real implementation is obtained, where all the
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behaviour is completely determined. Of course, we require that our formalism allow for this stepwise refinement.

Furthermore, since supporting the component based design is becoming crucial, we need to allow also for the compositional verification. To illustrate this, let us consider a partial specification of a component that we design, and a third party component that comes with some guarantees, such as a formula of a temporal logic describing the most important behaviour. Based on these underspecified models of the systems we would like to prove that their interaction is correct, no matter what the hidden details of the particular third party component are. Also, we want to know if there is a way to implement our component specification so that the composition fulfills the requirements. Moreover, we would like to synthesize the respective implementation. We address all these problems.

Modal transition systems (MTS) is a specification formalism introduced by Larsen and Thomsen [2, 3] allowing for stepwise refinement design of systems and their composition. A considerable attention has been recently paid to MTS due to many applications, e.g. component-based software development [4, 5], interface theories [6, 7], or modal abstractions and program analysis [8–10], to name just a few.

The MTS formalism is based on transparent and simple to understand model of labelled transition systems (LTS). While LTS has only one labelled transition relation between the states determining the behaviour of the system, MTS as a specification formalism is equipped with two types of transitions: the must transitions capture the required behaviour, which is present in all its implementations; the may transitions capture the allowed behaviour, which need not be present in all implementations. Figure 1 depicts an MTS that has arisen as a composition of three systems and specifies the following. A request from a client may arrive. Then we can process it directly or make a query to a database where we are guaranteed an answer. In both cases we send a response.

Such a system can be refined in two ways: a may transition is either implemented (and becomes a must transition) or omitted (and disappears as a transition). On the right there is an implementation of the system where the processing branch is implemented and the database query branch is omitted. Note that an implementation with both branches realized is also possible. This may model e.g. behaviour dependent on user input. Moreover, implementations may even be non-deterministic, thus allowing for modelling e.g. unspecified environment.

On the one hand, specifying may transitions brings guarantees on safety. On the other hand, liveness can be guaranteed to some extent using must transi-
tions. Nevertheless, at an early stage of design we may not know which of several possible different ways to implement a particular functionality will later be chosen, although we know at least one of them has to be present. We want to specify e.g. that either processing or query will be implemented, otherwise we have no guarantee on receiving response eventually. However, MTS has no way to specify liveness in this setting. Therefore, \textit{disjunctive modal transition systems} (DMTS) (introduced in [11] as solutions to process equations) are the desirable extension appropriate for specifying liveness. This has been advocated also in [12] where a slight modification of DMTS is investigated under the name \textit{underspecified transition systems}. Instead of forcing a particular transition, the must transitions in DMTS specify a whole set of transitions at least one of which must be present. In our example, it would be the set consisting of processing and query transitions. DMTS turn out to be capable of forcing any positive Boolean combination of transitions, simply by turning it into the conjunctive normal form. Another possible solution to this issue is offered in [13] where one-selecting MTS are introduced with the property that exactly one transition from the set must be present.

As DMTS is a strict extension of MTS a question arises whether all fundamental problems decidable in the context of MTS remain decidable for DMTS, and if so, whether their complexities remain unchanged. We show that this is indeed the case. Therefore, using the more powerful DMTS is not more costly than using MTS.

There is also another good reason to employ the greater power of DMTS instead of using MTS. Often a set of requirements need to be satisfied at once. Therefore, we are interested in the \textit{common implementation} (CI) problem, where one asks whether there is an implementation that refines all specifications in a given set, i.e. whether the specifications are consistent. (In accordance with the traditional usage, the states of (D)MTS specifications shall be called processes.) Moreover, we also want to construct the most general process refining all processes, i.e. the greatest lower bound with respect to the refinement. We call this process a \textit{conjunction} as this composition is the analog of logical and. We show there may not be any process that is a conjunction of a given set of processes, when only considering MTS processes. However, we also show that there is always a DMTS process that is a conjunction of a given set of (D)MTS processes. This again shows that DMTS is a more appropriate framework than MTS.

As the first main result, we show a new perspective on these problems, namely we give a simple co-inductive characterization yielding a straightforward fixpoint algorithm. This characterization unifies the view not only (i) in the MTS vs. DMTS aspect, but also (ii) in the cases of number of specifications being fixed or a part of the input, and most importantly (iii) establishes connection between CI and the conjunction. Our new view provides a solution for DMTS and yields algorithms for the aforementioned cases with the respective complexities being the same as for CI over MTS as determined in [14, 15]. So far, conjunction has been solved for MTS enriched with weights on transitions in [16], however, only for the deterministic case. Previous results on conjunction over DMTS [11] yield
an algorithm that requires exponential time (even for only two processes on input). Our algorithm runs in polynomial time both for conjunction and CI for any fixed number of processes on input.

As the second main result, as already mentioned we would like to supplement the refinement based framework of (D)MTS with model checking methods. Since a specification induces a set of implementations, we apply the thorough approach of generalized model checking of Kripke structures with partial valuations [17, 18] in our setting. Thus a specification either satisfies a formula \( \varphi \) if all its implementations satisfy \( \varphi \); or refutes it if all implementations refute it; or neither of the previous holds, i.e. some of the implementations satisfy and some refute \( \varphi \). This classification has also been adopted in [3] for CTL model checking MTS. Similarly, [19] provides a solution to LTL model checking over deadlock-free MTS, which was implemented in the tool support for MTS [20]. However, we identify an error in this LTL solution and provide correct model checking algorithms. The erroneous algorithm for the deadlock-free MTS was running in PSPACE, nevertheless, we show that this problem is 2-EXPTIME-complete by reduction to and from LTL games. The generalized model checking problem is equivalent to solving the problems (i) whether all implementations satisfy the given formula and if they do not then (ii) whether there exists an implementation satisfying the formula. We provide algorithms for both the universal and the existential case, and moreover, for the cases of MTS, deadlock-free MTS and DMTS, providing different complexities. Due to our reduction, the resulting algorithm can be also used for synthesis, i.e. if there is a satisfying implementation, we automatically receive it. Not only is the application in the specification area clear, but there is also an important application to abstract interpretation. End-users are usually more comfortable with linear time logic and the analysis of path properties requires to work with abstractions capturing over- and under-approximation of a system simultaneously. MTS are a perfect framework for this task, as may and must transitions can capture over- and under-approximations, respectively [8]. Our results thus allow for LTL model-checking of system abstractions, including counterexample generation.

Finally, we show how the model checking approach can help us getting around the fundamental problem with the parallel composition. There are MTS processes \( S \) and \( T \), where the composed process \( S \parallel T \) contains more implementations than what can be obtained by composing implementations of \( S \) and \( T \). Hence the composition is not complete with respect to the semantic view. Some conditions to overcome this difficulty were identified in [15]. Here we show the general completeness of the composition with respect to the LTL formulae satisfaction, and generally to all linear time properties.

The rest of the paper is organized as follows. We provide basic definitions and results on refinements in Section 2. The results on LTL model checking and its relation to the parallel composition can be found in Section 3. The “logical and” composition is investigated in Section 4. Section 5 concludes and discusses future work. Due to space limitations the proofs are omitted and can be found in [21].
2 Preliminaries

In this section we define the specification formalism of disjunctive modal transition systems (DMTS). A DMTS can be gradually refined until we get a labelled transition system (LTS) where all the behaviour is fully determined. The semantics of a DMTS will thus be the set of its refining LTSs. The following definition is a slight modification of the original definition in [11].

Definition 2.1. A disjunctive modal transition system (DMTS) over an action alphabet $\Sigma$ and a set of propositions $Ap$ is a tuple $(\mathcal{P}, \rightarrow, \rightarrow, \nu)$ where $\mathcal{P}$ is a set of processes, $\rightarrow \subseteq \mathcal{P} \times \Sigma \times \mathcal{P}$ and $\rightarrow \subseteq \mathcal{P} \times 2^{\Sigma \times \mathcal{P}}$ are may and must transition relations, respectively, and $\nu : \mathcal{P} \rightarrow 2^{Ap}$ is a valuation. We write $S \rightarrow a T$ meaning $(S, a, T) \in \rightarrow$, and $S \rightarrow T$ meaning $(S, T) \in \rightarrow$. We require that whenever $S \rightarrow T$ then (i) $T \neq \emptyset$ and (ii) for all $(a, T) \in T$ we also have $S \rightarrow a T$.

The original definition of DMTS does not include the two requirements, thus allowing for inconsistent DMTS, which have no implementations. Due to the requirements, our DMTS guarantee that all must obligations can be fulfilled. Hence, we do not have to expensive check for consistency* when working with our DMTS. And there is yet another difference to the original definition. Since one of our aims is model checking state and action based LTL, we not only have labelled transitions, but we also equip DMTS with a valuation over states.

Clearly, the must transitions of DMTS can be seen as a positive boolean formula in conjunctive normal form. Arbitrary requirements expressible as positive boolean formulae can be thus represented by DMTS, albeit at the cost of possible exponential blowup, as commented on in [22].

Example 2.2. Figure 2 depicts three DMTSs. The may transitions are drawn as dashed arrows, while each must transition of the form $(S, T)$ is drawn as a solid arrow from $S$ branching to all elements in $T$. Due to requirement (ii) it is redundant to draw the dashed arrow when there is a solid arrow and we never depict it explicitly.

While in DMTS we can specify that at least one of the selected transitions has to be present, in modal transition systems (MTS) we can only specify that a particular transition has to be present, i.e. we need to know from the beginning which one. Thus MTS is a special case of DMTS. Further, when the may and must transition relations coincide, we get labelled transition systems (with valuation).

Definition 2.3. A DMTS $\mathcal{S} = (\mathcal{P}, \rightarrow, \rightarrow, \nu)$ is an MTS (with valuation) if $S \rightarrow T$ implies that $T$ is a singleton. We then write $S \rightarrow a T$ for $T = \{(a, T)\}$.

* Checking consistency is an EXPTIME-complete problem. It is polynomial [11] only under an assumption that all “conjunctions” of processes are also present in the given DMTS which is very artificial in our setting. For more details, see [21].
If moreover $S \xrightarrow{a} T$ implies $S \xrightarrow{a} T$, then $\mathcal{S}$ is an LTS. Processes of an LTS are called implementations.

A DMTS $\mathcal{S} = (P, \rightarrow, \nu)$ is deterministic if for every process $S$ and action $a$ there is at most one process $T$ with $S \xrightarrow{a} T$.

For the sake of readable notation, when speaking of a process, we often omit the underlying DMTS if it is clear from the context. Moreover, we say that $S$ is deterministic (an MTS etc.) meaning that the DMTS on processes reachable from $S$ is deterministic (MTS etc.). Further, when analyzing the complexity we assume we are given finite DMTSs.

![Fig. 2](image-url) An implementation $I$, a process $M$ of an MTS, and a process $S$ of a DMTS such that $I \prec M \leq_m S$

When refining a process, we need to satisfy two conditions: (1) the respective refining process cannot allow any new behaviour not allowed earlier; and (2) if there is a requirement to implement an action by choosing among several options, the refining process can only have more restrictive set of these options.

**Definition 2.4 (Modal refinement).** Let $(P, \rightarrow, \rightarrow, \nu)$ be a DMTS. Then $R \subseteq P \times P$ is called a modal refinement relation if for all $(A, B) \in R$

- $\nu(A) = \nu(B)$, and
- whenever $A \xrightarrow{a} A'$ then $B \xrightarrow{a} B'$ for some $B'$ with $(A', B') \in R$, and
- whenever $B \xrightarrow{a} B'$ then $A \xrightarrow{a} A'$ for some $A'$ such that for all $(a, A') \in A'$ there is $(a, B') \in B'$ with $(A', B') \in R$.

We say that $S$ modally refines $T$, denoted by $S \leq_m T$, if there exists a modal refinement relation $R$ with $(S, T) \in R$.

Note that since a union of modal refinement relations is a modal refinement relation, the relation $\leq_m$ is the greatest modal refinement relation. Also note that on implementations the modal refinement coincides with bisimulation.

We now define the semantics of a process as a set of implementations that are refining it. The defined notion of thorough refinement is a semantic counterpart to the syntactic notion of modal refinement.

**Definition 2.5 (Thorough refinement).** Let $I, S, T$ be processes. We say that $I$ is an implementation of $S$, denoted by $I \prec S$, if $I$ is an implementation and $I \leq_m S$. We say that $S$ thoroughly refines $T$, denoted by $S \leq_t T$, if $J \prec S$ implies $J \prec T$ for every implementation $J$.

While the syntactic characterization is sound, it is not complete since it is incomplete already for MTS. However, completeness can be achieved on a reasonable subclass.
Proposition 2.6. Let $S$ and $T$ be processes. Then $S \leq_m T$ implies $S \leq_1 T$. If $T$ is deterministic then $S \leq_t T$ implies $S \leq_m T$.

Next we show that both refinement problems are not harder for DMTS than for MTS. This allows for using more powerful DMTS instead of MTS. The following is proven similarly as in [15]. In order to prove the last claim significantly involved modifications of the approach of [23] are needed.

Theorem 2.7. Deciding $\leq_m$ is PTIME-complete. Deciding $\leq_m$ when restricted to the refined (i.e. right-hand-side) process being deterministic is NLOGSPACE-complete. Deciding $\leq_t$ is EXPTIME-complete.

3 LTL Model Checking

This section discusses the model checking problem for linear temporal logic (LTL) [24] and its application on compositional verification. The following definition of state and action based LTL is equivalent to that of [25], with a slight difference in syntax.

Definition 3.1 (LTL syntax). The formulae of state and action based LTL (LTL in the following) are defined as follows.

$$\varphi ::= \mathsf{tt} \mid p \mid \neg \varphi \mid \varphi \land \varphi \mid \varphi \mathsf{U} \varphi \mid \mathsf{X} \varphi \mid \mathsf{X}_a \varphi$$

where $p$ ranges over $\mathcal{Ap}$ and $a$ ranges over $\Sigma$.

We use the standard derived operators, such as $\mathsf{F} \varphi = \mathsf{ttU} \varphi$ and $\mathsf{G} \varphi = \neg \mathsf{F} \neg \varphi$.

Definition 3.2 (LTL semantics). Let $I$ be an implementation. A run of $I$ is a maximal (finite or infinite) alternating sequence of state valuations and actions $\pi = \nu(I_0), a_0, \nu(I_1), a_1, \ldots$ such that $I_0 = I$ and $I_{i-1} \xrightarrow{a_i} I_i$ for all $i > 0$. If a run $\pi$ is finite, we denote by $|\pi|$ the number of state valuations in $\pi$, we set $|\pi| = \infty$ if $\pi$ is infinite. We also define the $i$th subrun of $\pi$ as $\pi^i = \nu(I_i), a_i, \nu(I_{i+1}), \ldots$ Note that this definition only makes sense when $i < |\pi|$. The set of all runs of $I$ is denoted by $\mathcal{R}^\infty(I)$, the set of all infinite runs is denoted by $\mathcal{R}^\omega(I)$.

The semantics of LTL on $\pi = \nu_0, a_0, \nu_1, a_1, \ldots$ is then defined as follows:

- $\pi \models \mathsf{tt}$ always
- $\pi \models p$ $\iff$ $p \in \nu_0$
- $\pi \models \neg \varphi$ $\iff$ $\pi \not\models \varphi$
- $\pi \models \varphi \land \psi$ $\iff$ $\pi \models \varphi$ and $\pi \models \psi$
- $\pi \models \varphi \mathsf{U} \psi$ $\iff$ $\exists 0 \leq k < |\pi| : \pi^k \models \psi$ and $\forall 0 < j < k : \pi^j \not\models \varphi$
- $\pi \models \mathsf{X} \varphi$ $\iff$ $|\pi| > 1$ and $\pi^1 \models \varphi$
- $\pi \models \mathsf{X}_a \varphi$ $\iff$ $|\pi| > 1$, $a_0 = a$ and $\pi^1 \models \varphi$

We say that an implementation $I$ satisfies $\varphi$ on infinite runs, denoted as $I \models^\omega \varphi$, if for all $\pi \in \mathcal{R}^\omega(I)$, $\pi \models \varphi$. We say that an implementation $I$ satisfies $\varphi$ on all runs, denoted as $I \models^\infty \varphi$, if for all $\pi \in \mathcal{R}^\infty(I)$, $\pi \models \varphi$. 97
The use of symbols $\omega$ and $\infty$ to distinguish between using only infinite runs or all runs is in accordance with standard usage in the field of infinite words.

It is common to define LTL over infinite runs only. In that respect, our definition of $\models^\omega$ matches the standard definition. In the following, we shall first talk about this satisfaction relation only, and comment on $\models^\infty$ afterwards.

The generalized LTL model checking problem for DMTS can be split into two subproblems – deciding whether all implementations satisfy a given formula, and deciding whether at least one implementation does. We therefore introduce the following notation: we write $S \models^\omega \forall \varphi$ to mean $\forall I : S \models^\omega \varphi$ and $S \models^\infty \varphi$ to mean $\exists I : S \models^\infty \varphi$; similarly for $\models^\omega \exists \varphi$.

Note that $\models^\omega \exists \varphi$ contains a hidden alternation [26] of quantifiers, as it actually means $\exists I : S \models^\omega \forall \pi : \omega(I) : I \models^\omega \varphi$. No alternation is present in $\models^\forall \varphi$. This observation hints that the problem of deciding $\models^\forall \varphi$ is easier than deciding $\models^\exists \varphi$.

Our first two results show that indeed, deciding $\models^\omega \forall \varphi$ is not harder than the standard LTL model checking whereas deciding $\models^\omega \exists \varphi$ is 2-EXPTIME-complete.

The only known correct result on LTL model checking of MTS is that deciding $\models^\omega \forall \varphi$ over MTS is PSPACE-complete [19]. This holds also for DMTS.

**Theorem 3.3.** The problem of deciding $\models^\forall \varphi$ over DMTS is PSPACE-complete.

**Proof (Sketch).** All implementations of $S$ satisfy $\varphi$ if and only if the may structure of $S$ satisfies $\varphi$. \hfill $\square$

In [18] the generalized model checking of LTL over partial Kripke structures (PKS) is shown to be 2-EXPTIME-hard. Further, [27] describes a reduction from generalized model checking of $\mu$-calculus over PKS to $\mu$-calculus over MTS. However, the hardness for LTL over MTS does not follow since the encoding of an LTL formula into $\mu$-calculus includes an exponential blowup. There is thus no straightforward way to use the result of [27] to provide a polynomial reduction. Therefore, we prove the following theorem directly.

**Theorem 3.4.** The problem of deciding $\models^\forall \varphi$ over DMTS is 2-EXPTIME-complete.

**Proof (Sketch).** We show the reduction to and from the 2-EXPTIME-complete problem of deciding existence of a winning strategy in an LTL game [28]. An LTL game is a two player positional game over a finite Kripke structure. The winning condition is the set of all infinite plays (sequences of states) satisfying a given LTL formula.

Thus, an LTL game may be seen as a special kind of DMTS over unary action alphabet. Here the processes are the states of the Kripke structure, the may structure is the transition relation of the Kripke structure, and the must structure is built as follows. Every process corresponding to a state of Player I has one must transition spanning all may-successors; every process corresponding to a state of Player II has several must transitions, one to each may-successor. The implementations of such DMTS now correspond to strategies of Player I in the original LTL game. Thus follows the hardness part of the theorem.

For the containment part, we provide an algorithm that transforms the given DMTS into a Kripke structure with states assigned to the two players. This
construction bears some similarities to the construction transforming Kripke MTS into alternating tree automata in [29].

Fig. 3. Transformation from DMTS into a two player game

The transformation from a DMTS into a two player game proceeds as follows. We first eliminate all may transitions that are not covered by any must transitions. We then modify the must transitions. For each $S \rightarrow U$ we create a unique new process $S_U$ and set $S \rightarrow \tau S_U$ and $S_U \rightarrow T$ for all $(a, T) \in U$. We thus now have a labelled transition system, possibly with valuation. We then eliminate actions by encoding them into their target state, thus obtaining a Kripke structure. States that were created from processes of the original DMTS belong to Player II, states created from must transitions belong to Player I. The construction is illustrated in Fig. 3. We then modify the LTL formula in two steps. First, we add the possibility of a $\tau$ action in every odd step. Second, we transform the state-and-action LTL formula into a purely state-based one. The resulting game over the Kripke structure together with the modified LTL formula form the desired LTL game. \hfill \Box

There are constructive algorithms for solving LTL games, i.e. not only do they decide whether a winning strategy exists, but they can also synthesize such a strategy. Furthermore, our reduction effectively transforms a winning strategy into an implementation satisfying the given formula. We can thus synthesize an implementation of a given DMTS satisfying a given formula in 2-EXPTIME.

Although the general complexity of the problem is very high, various subclasses of LTL have been identified in [30] for which the problem is computationally easier. These complexity results can be easily carried over to generalized model checking of DMTS.

Interestingly enough, deciding $|=\exists^\omega$ is much easier over MTS.

**Theorem 3.5.** The problem of deciding $|=\exists^\omega$ over MTS is PSPACE-complete.

**Proof (Sketch).** The proof is similar to the proof of Theorem 3.3, only instead of checking the may structure of $S$, we check the must structure of $S$. \hfill \Box

However, despite its lower complexity, $|=\exists^\omega$ over MTS is not a very useful satisfaction relation. As we only considered infinite runs, an MTS may (and
frequently will) possess trivial implementations without infinite runs. The statement \( S \models \varphi \) then holds vacuously for all \( \varphi \). Two natural ways to cope with this issue are (a) using \( \models^\infty \) (see below) and (b) considering only deadlock-free implementations, i.e. with infinite runs only.

Two natural ways to cope with this issue are (a) using \( \models^\infty \) (see below) and (b) considering only deadlock-free implementations, i.e. with infinite runs only.

\[
S \models^\infty \exists \varphi
\]

Fig. 4. No deadlock-free implementation of \( S \) satisfies \( \text{G X}_a \text{tt} \)

The deadlock-free approach has been studied in [19] and the proposed solution was implemented in the tool MTSA [20]. However, the solution given in [19] is incorrect. In particular, existence of a deadlock-free implementation satisfying a given formula is claimed even in some cases where no such implementation exists. A simple counterexample is given in Fig. 4. Clearly, \( S \) has no deadlock-free implementation with action \( a \) only, i.e. satisfying \( \text{G X}_a \text{tt} \). Yet the method of [19] as well as the tool [20] claim that such an implementation exists.

Furthermore, there is no chance that the approach of [19] could be easily fixed to provide correct results. The reason is that this approach leads to a PSPACE algorithm, whereas we prove again by reduction from LTL games that finding a deadlock-free implementation of a given MTS is 2-EXPTIME-hard. For more details see [21]. The containment in 2-EXPTIME is then proved by reduction to the problem of deciding \( \models^\infty \) over DMTS. The basic idea is to modify all processes without must transitions, enhancing them with one must transition spanning all may-successors.

**Proposition 3.6.** The problem of deciding the existence of a deadlock-free implementation of a given MTS satisfying a given LTL formula, is 2-EXPTIME-complete.

We now turn our attention to the (a) option, i.e. all (possibly finite) runs, and investigate the \( \models^\infty \) satisfaction. Checking properties even on finite runs is indeed desirable when considering (D)MTS used for modelling non-reactive systems. We show that deciding \( \models^\infty \) and \( \models^\omega \) over DMTS has the same complexity as deciding \( \models^\infty \) and \( \models^\omega \) over DMTS, respectively. We also show that contrary to the case of infinite runs, the problem of deciding \( \models^\infty \) remains 2-EXPTIME-hard even for standard MTS.

**Theorem 3.7.** The problem of deciding \( \models^\infty \) over (D)MTS is 2-EXPTIME-complete, the problem of deciding \( \models^\omega \) over (D)MTS is PSPACE-complete.

Although we have so far considered the more general state and action based LTL, this costs no extra overhead when compared to state-based or action-based LTL.
Table 1. Complexities of generalized LTL model checking

<table>
<thead>
<tr>
<th></th>
<th>$=\forall$</th>
<th>$=\exists$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTS</td>
<td>PSPACE-complete</td>
<td>PSPACE-complete</td>
</tr>
<tr>
<td>MTS</td>
<td>PSPACE-complete</td>
<td>2-EXPTIME-complete</td>
</tr>
<tr>
<td>MTS</td>
<td>PSPACE-complete</td>
<td>2-EXPTIME-complete</td>
</tr>
<tr>
<td>DMTS</td>
<td>PSPACE-complete</td>
<td>2-EXPTIME-complete</td>
</tr>
</tbody>
</table>

Proposition 3.8. The complexity of deciding $=\exists^*$ and $=\forall^*$ for $\ast \in \{\omega, \infty\}$ remains the same if the formula $\varphi$ is a purely state-based or a purely action-based formula.

The results of this section are summed up in Table 1. We use $=\text{df}$ to denote that only deadlock-free implementations are considered. Recall that the surprising result for $=\forall^*$ over MTS is due to the fact that the formula may hold vacuously.

The best known time complexity bounds with respect to the size of system $|S|$ and the size of LTL formula $|\varphi|$ are the following. In all PSPACE-complete cases the time complexity is $O(|S| \cdot 2^{|\varphi|})$; in all 2-EXPTIME-complete cases the time complexity is $2^{O(|\varphi| \log |\varphi|)}$. The latter upper bound is achieved by translating the LTL formula into a deterministic Rabin automaton of size $2^{O(|\varphi| \log |\varphi|)}$ with $2^{O(|\varphi|)}$ accepting pairs, thus changing the LTL game into a Rabin game. State of the art algorithm for solving Rabin games can be found e.g. in [31].

3.1 Parallel Composition

We conclude this section with an application to compositional verification. In [3] the composition of MTS is shown to be incomplete, i.e. there are processes $S_1, S_2$ such that their composition $S_1 \parallel S_2$ has an implementation $I$ that does not arise as a composition $I_1 \parallel I_2$ of any two implementations $I_1 \prec S_1, I_2 \prec S_2$. Completeness can be achieved only under some restrictive conditions [15]. Here we show that composition is sound and complete with respect to every logic of linear time, i.e. it preserves and reflects all linear time properties.

For the sake of readability, we present the results on MTS only. Nevertheless, the same holds for the straightforward extension of $\parallel$ to DMTS, see [21].

The composition operator used is based on synchronous message passing, since it is the most general one. Indeed, it encompasses the synchronous product as well as interleaving. It is defined as follows. Let $\Gamma \subseteq \Sigma$ be a synchronizing alphabet. Then

- for $a \in \Gamma$, we set $S_1 \parallel S_2 \xrightarrow{a} S_1' \parallel S_2'$ whenever $S_1 \xrightarrow{a} S_1'$ and $S_2 \xrightarrow{a} S_2'$;
- for $a \in \Sigma \setminus \Gamma$, we set $S_1 \parallel S_2 \xrightarrow{a} S_1' \parallel S_2'$ whenever $S_1 \xrightarrow{a} S_1'$, and similarly $S_1 \parallel S_2 \xrightarrow{a} S_1 \parallel S_2'$ whenever $S_2 \xrightarrow{a} S_2'$;

and analogously for the must transition relation. For valuations, we can consider any function $f : 2^{Ap} \times 2^{Ap} \to 2^{Ap}$ to define $\nu(S_1 \parallel S_2) = f(\nu(S_1), \nu(S_2))$, such as e.g. union.
The completeness of composition with respect to linear time logics holds for all discussed cases: both for MTS and DMTS, both for infinite and all runs, and both universally and existentially. We do not define linear properties formally here, see e.g. [32]. As a special case, one may consider LTL formulae.

**Theorem 3.9.** Let $S_1, S_2$ be processes, $\varphi$ a linear time property, and $\ast \in \{\omega, \infty\}$. Then $S_1 \parallel S_2 \models \varphi$ if and only if $I_1 \parallel I_2 \models^\ast \varphi$ for all $I_1 < S_1$ and $I_2 < S_2$.

**Theorem 3.10.** Let $S_1, S_2$ be processes, $\varphi$ a linear time property, and $\ast \in \{\omega, \infty\}$. Then $S_1 \parallel S_2 \models \varphi$ if and only if there exist $I_1 < S_1$ and $I_2 < S_2$ such that $I_1 \parallel I_2 \models^\ast \varphi$.

The idea of the proof is that the minimal (w.r.t. the set of runs) implementations of $S_1 \parallel S_2$ are decomposable, i.e. they can be written as $I_1 \parallel I_2$ where $I_1 < S_1$ and $I_2 < S_2$. The same holds for the maximal implementations of $S_1 \parallel S_2$. The results imply that although the composition is incomplete with respect to thorough refinement no new behaviour arises in the composition.

### 4 Common Implementation Problem and Conjunction

In the following, we study composing (D)MTS in the sense of logical conjunction. The **common implementation problem** (CI) is to decide whether there is an implementation refining all processes from a given set. Furthermore, we also want to construct the **conjunction**, i.e. the process that is the greatest lower bound for a given set of processes w.r.t. the modal refinement, if it exists. We show that although MTSs may not have an MTS conjunction, there is always a conjunction expressible as a DMTS. The complexity depends on the number of the input processes. We examine the complexity both for the case when it is fixed and when it is a part of the input.

**Theorem 4.1.** For the number of input processes being a part of the input, the CI problem is EXPTIME-complete and conjunction can be computed in exponential time. For any fixed number of input processes, CI is PTIME-complete and conjunction can be computed in polynomial time.

We first give a coinductive syntactic characterization of the problem and proceed by constructing the greatest lower bound.

**Definition 4.2 (Consistency relation).** Let $(\mathcal{P}, \rightarrow, \rightarrow, \nu)$ be a DMTS and $n \geq 2$. Then $C \subseteq \mathcal{P}^n$ is called a consistency relation if for all $(A_1, \ldots, A_n) \in C$

1. $\nu(A_1) = \nu(A_2) = \ldots = \nu(A_n)$, and
2. whenever there exists $i$ such that $A_i \rightarrow B_i$, then there is some $(a, B_i) \in B_i$ such that there exist $B_j$ for all $j \neq i$ with $A_j \rightarrow^a B_j$ and $(B_1, \ldots, B_n) \in C$.

In the following, we will assume an arbitrary, but fixed $n$. Clearly, arbitrary union of consistency relations is also a consistency relation, we may thus assume the existence of the greatest consistency relation for a given DMTS. We now show how to use this relation to construct a DMTS that is the greatest lower bound with regard to modal refinement (taken as a preorder).
Definition 4.3. Let $\mathcal{S} = (\mathcal{P}, \rightarrow, \rightarrow, \nu)$ be a DMTS and $\text{Con}$ its greatest consistency relation. We define a new DMTS $\mathcal{S}_{\text{Con}} = (\text{Con}, \rightarrow_{\text{Con}}, \rightarrow_{\text{Con}}, \nu_{\text{Con}})$, where

- $\nu_{\text{Con}}((A_1, \ldots, A_n)) = \nu(A_1)$,
- $(A_1, \ldots, A_n) \rightarrow_{\text{Con}} (B_1, \ldots, B_n)$ whenever $\forall i : A_i \rightarrow B_i$, and
- whenever $\exists j : A_j \rightarrow B_j$, then $(A_1, \ldots, A_n) \rightarrow_{\text{Con}} B$ where $B = \{(a, (B_1, \ldots, B_n)) | (a, B_j) \in B_j \text{ and } (A_1, \ldots, A_n) \rightarrow_{\text{Con}} (B_1, \ldots, B_n)\}$.

Clearly, the definition gives a correct DMTS due to the properties of $\text{Con}$, notably, $B$ is never empty. The following two theorems state the results about the CI problem and conjunction construction, respectively. The second theorem also states that the actual result is stronger than originally intended.

Theorem 4.4. Let $S_1, \ldots, S_n$ be processes. Then $S_1, \ldots, S_n$ have a common implementation if and only if $(S_1, \ldots, S_n) \in \text{Con}$.

Theorem 4.5. Let $(S_1, \ldots, S_n) \in \text{Con}$. Then the set of all implementations of $(S_1, \ldots, S_n)$ is exactly the intersection of the sets of all implementations of all $S_i$. In other words, $I \triangleleft (S_1, \ldots, S_n)$ if and only if $I \triangleleft S_i$ for all $i$. Therefore, $(S_1, \ldots, S_n)$ as a process of $\mathcal{S}_{\text{Con}}$ is the greatest lower bound of $S_1, \ldots, S_n$ with regard to the modal as well as the thorough refinement.

The greatest consistency relation can be computed using standard greatest fixed point computation, i.e. we start with all $n$ tuples of processes and eliminate those that violate the conditions. One elimination step can clearly be done in polynomial time. As the number of all $n$ tuples is at most $|\mathcal{P}|^n$, this means that the common implementation problem may be solved in PTIME, if $n$ is fixed; and in EXPTIME, if $n$ is a part of the input. The problem is also PTIME/EXPTIME-hard, which follows from (a) PTIME-hardness of bisimulation of two LTSs and (b) EXPTIME-hardness of the common implementation problem for ordinary MTS [14]. The statement of Theorem 4.1 thus follows.

Note that even if $S_1, \ldots, S_n$ are MTSs, $(S_1, \ldots, S_n)$ may not be an MTS. Indeed, there exist MTSs without a greatest lower bound that is also an MTS; there may only be several maximal lower bounds, see Fig. 5. This gives another justification for using DMTS instead of MTS. However, if the MTSs are moreover deterministic, then the greatest lower bound is—as our algorithm computes it—also a deterministic MTS [16].

5 Conclusion and Future Work

Our generalization of the known algorithms has shown that refinement problems on DMTS are not harder than for MTS. As the first main result, we have solved the LTL model checking and synthesis problems and shown how the model checking approach helps overcoming difficulties with the parallel composition.

We have implemented the algorithm in MoTraS, our prototype tool available
Fig. 5. MTSs $S_1$, $S_2$, their greatest lower bound $(S_1, S_2)$, and their two maximal MTS lower bounds $M_1$, $M_2$

at http://anna.fi.muni.cz/~xbenes3/MoTraS/ (the site includes further details about the tool and its functionality). As the second main result, we have given a general solution to the common implementation problem and conjunctive composition.

There are several possible extensions of DMTS such as the mixed variant (where must transition need not be syntactically under the may transitions) or systems with partial valuation on states [3]. Yet another modification adds weights on transitions [16]. It is not clear whether all results of this paper can be extended to these systems and whether the respective complexities remain the same.
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Abstract. Modal transition systems (MTS) is a well-studied specification formalism of reactive systems supporting a step-wise refinement methodology. Despite its many advantages, the formalism as well as its currently known extensions are incapable of expressing some practically needed aspects in the refinement process like exclusive, conditional and persistent choices. We introduce a new model called parametric modal transition systems (PMTS) together with a general modal refinement notion that overcome many of the limitations and we investigate the computational complexity of modal refinement checking.

1 Introduction

The specification formalisms of Modal Transition Systems (MTS) [11, 1] grew out of a series of attempts to achieve a flexible and easy-to-use compositional development methodology for reactive systems. In fact the formalism of MTS may be seen as a fragment of a temporal logic [5], while having a behavioural semantics allowing for an easy composition with respect to process constructs.

In short, MTS are labelled transition systems equipped with two types of transitions: must transitions which are mandatory for any implementation, and may transitions which are optional for an implementation. Refinement of an MTS now essentially consists of iteratively resolving the unsettled status of may transitions: either by removing them or by turning them into must transitions.

It is well admitted (see e.g. [15]) that MTS and their extensions like disjunctive MTS (DMTS) [12], 1-selecting MTS (1MTS) [6] and transition systems with obligations (OTS) [4] provide strong support for a specification formalism allowing for step-wise refinement process. Moreover, the MTS formalisms have applications in other contexts, which include verification of product lines [8, 10], interface theories [17, 15] and modal abstractions in program analysis [7, 9, 13].

Unfortunately, all of these formalisms lack the capability to express some intuitive specification requirements like exclusive, conditional and persistent
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choices. In this paper we extend considerably the expressiveness of MTS and its variants so that it can model arbitrary Boolean conditions on transitions and also allows to instantiate persistent transitions. Our model, called parametric modal transition systems (PMTS), is equipped with a finite set of parameters that are fixed prior to the instantiation of the transitions in the specification. The generalized notion of modal refinement is designed to handle the parametric extension and it specializes to the well-studied modal refinements on all the subclasses of our model like MTS, disjunctive MTS and MTS with obligations.

To the best of our knowledge, this is the first sound attempt to introduce persistence into a specification formalism based on modal transition systems. The most related work is by Fecher and Schmidt on 1-selecting MTS [6] where the authors allow to model exclusive-or and briefly mention the desire to extend the formalism with persistence. However, as in detail explained in [3], their definition does not capture the notion of persistence. Our formalism is in several aspects semantically more general and handles persistence in a complete and uniform manner.

The main technical contribution, apart from the formalism itself, is a comprehensive complexity characterization of modal refinement checking on all of the practically relevant subclasses of PMTS. We show that the complexity ranges from P-completeness to $\Pi_1^p$-completeness, depending on the requested generality of the PMTS specifications on the left-hand and right-hand sides.

2 Parametric Modal Transition Systems

In this section we present the formalism of parametric modal transition systems (PMTS), starting with a motivating example and continuing with the formal definitions, followed by the general notion of modal refinement.

2.1 Motivation

Modal transition systems and their extensions described in the literature are lacking the capability to express several specification requirements like exclusive, conditional and persistent choices. We shall now discuss these limitations on an example as a motivation for the introduction of parametric MTS formalism with general Boolean conditions in specification requirements.

Consider a simple specification of a traffic light controller that can be at any moment in one of the four predefined states: red, green, yellow or yellowRed. The requirements of the specification are: when green is on the traffic light may either change to red or yellow and if it turned yellow it must go to red afterward; when red is on it may either turn to green or yellowRed, and if it turns yellowRed (as it is the case in some countries) it must go to green afterward.

Figure 1a shows an obvious MTS specification (defined formally later on) of the proposed specification. The transitions in the standard MTS formalism are either of type may (optional transitions depicted as dashed lines) or must (required transitions depicted as solid lines). In Figure 1c, Figure 1d and Figure 1e
we present three different implementations of the MTS specification where there are no more optional transitions. The implementation $I_1$ does not implement any may transition as it is a valid possibility to satisfy the specification $S_1$. Of course, in our concrete example, this means that the light is constantly green and it is clearly an undesirable behaviour that cannot be, however, easily avoided. The second implementation $I_2$ on the other hand implements all may transitions, again a legal implementation in the MTS methodology but not a desirable implementation of a traffic light as the next action is not always deterministically given. Finally, the implementation $I_3$ of $S_1$ illustrates the third problem with the MTS specifications, namely that the choices made in each turn are not persistent and the implementation alternates between entering yellow or not. None of these problems can be avoided when using the MTS formalism.
A more expressive formalism of disjunctive modal transition systems (DMTS) can overcome some of the above mentioned problems. A possible DMTS specification $S_2$ is depicted in Figure 1b. Here the ready and stop transitions, as well as ready and go ones, are disjunctive, meaning that it is still optional which one is implemented but at least one of them must be present. Now the system $I_1$ in Figure 1c is not a valid implementation of $S_2$ any more. Nevertheless, the undesirable implementations $I_2$ and $I_3$ are still possible and the modelling power of DMTS is insufficient to eliminate them.

Inspired by the recent notion of transition systems with obligations [4], we can model the traffic light using specification as a transition system with arbitrary\(^4\) obligation formulae. These formulae are Boolean propositions over the outgoing transitions from each state, whose satisfying assignments yield the allowed combinations of outgoing transitions. A possible specification called $S_3$ is given in Figure 1f and it uses the operation of exclusive-or. We will follow an agreement that whenever the obligation function for some node is not listed in the system description then it is implicitly understood as requiring all the available outgoing transitions to be present. Due to the use of exclusive-or in the obligation function, the transition systems $I_1$ and $I_2$ are not valid implementation any more. Nevertheless, the implementation $I_3$ in Figure 1e cannot be avoided in this formalism either.

Finally, the problem with the alternating implementation $I_4$ is that we cannot enforce in any of the above mentioned formalisms a uniform (persistent) implementation of the same transitions in all its states. In order to overcome this problem, we propose the so-called parametric MTS where we can, moreover, choose persistently whether the transition to yellow is present or not via the use of parameters. The PMTS specification with two parameters reqYfromR and reqYfromG is shown in Figure 1g. Fixing a priori the (Boolean) values of the parameters makes the choices permanent in the whole implementation, hence we eliminate also the last problematic implementation $I_3$.

### 2.2 Definition of Parametric Modal Transition System

We shall now formally capture the intuition behind parametric MTS introduced above. First, we recall the standard propositional logic.

A Boolean formula over a set $X$ of atomic propositions is given by the following abstract syntax

$$
\varphi ::= \text{tt} \mid x \mid \neg \varphi \mid \varphi \land \psi \mid \varphi \lor \psi
$$

where $x$ ranges over $X$. The set of all Boolean formulae over the set $X$ is denoted by $B(X)$. Let $\nu \subseteq X$ be a truth assignment, i.e. a set of variables with value true, then the satisfaction relation $\nu \models \varphi$ is given by $\nu \models \text{tt}$, $\nu \models x$ iff $x \in \nu$, and the satisfaction of the remaining Boolean connectives is defined in the standard way. We also use the standard derived operators like exclusive-or $\varphi \oplus \psi = (\varphi \land \neg \psi) \lor (\psi \land \neg \varphi)$.

\(^{4}\) In the transition systems with obligations only positive Boolean formulae are allowed.
We can now proceed with the definition of parametric MTS.

**Definition 1.** A parametric MTS (PMTS) over an action alphabet \( \Sigma \) is a tuple \((S, T, P, \Phi)\) where \( S \) is a set of states, \( T \subseteq S \times \Sigma \times S \) is a transition relation, \( P \) is a finite set of parameters, and \( \Phi : S \rightarrow \mathcal{B}(\Sigma \times S \cup P) \) is an obligation function over the atomic propositions containing outgoing transitions and parameters. We implicitly assume that whenever \((a,t) \in \Phi(s)\) then \((s,a,t) \in T\). By \( T(s) = \{(a,t) \mid (s,a,t) \in T\} \) we denote the set of all outgoing transitions of \( s \).

We recall the agreement that whenever the obligation function for some node is not listed in the system description then it is implicitly understood as \( \Phi(s) = \bigwedge T(s) \), with the empty conjunction being \( \text{tt} \).

We call a PMTS positive if, for all \( s \in S \), any negation occurring in \( \Phi(s) \) is applied only to a parameter. A PMTS is called parameter-free if \( P = \emptyset \). We can now instantiate the previously studied specification formalisms as subclasses of PMTS.

**Definition 2.** A PMTS is called

- transition system with obligation (OTS) if it is parameter-free and positive,
- disjunctive modal transition system (DMTS) if it is an OTS and \( \Phi(s) \) is in the conjunctive normal form for all \( s \in S \),
- modal transition system (MTS) if it is a DMTS and \( \Phi(s) \) is a conjunction of positive literals (transitions) for all \( s \in S \), and
- implementation (or simply a labelled transition system) if it is an MTS and \( \Phi(s) = \bigwedge T(s) \) for all \( s \in S \).

Note that positive PMTS, despite the absence of a general negation and the impossibility to define for example exclusive-or, can still express useful requirements like \( \Phi(s) = p \Rightarrow (a,t) \land \neg p \Rightarrow (b,u) \) requiring in a state \( s \) a conditional presence of certain transitions. Even more interestingly, we can enforce binding of actions in different states, thus ensuring certain functionality. Take a simple two state-example: \( \Phi(s) = p \Rightarrow (\text{request},t) \) and \( \Phi(t) = p \Rightarrow (\text{response},s) \). We shall further study OTS with formulae in the disjunctive normal form that are dual to DMTS and whose complexity of parallel composition is lower [4] while still being as expressive as DMTS.

### 2.3 Modal Refinement

A fundamental advantage of MTS-based formalisms is the presence of modal refinement that allows for a step-wise system design (see e.g. [1]). We shall now provide such a refinement notion for our general PMTS model so that it will specialize to the well-studied refinement notions on its subclasses. In the definition, the parameters are fixed first (persistence) followed by all valid choices modulo the fixed parameters that now behave as constants.
First we set the following notation. Let \((S, T, P, \Phi)\) be a PMTS and \(\nu \subseteq P\) be a truth assignment. For \(s \in S\), we denote by \(\text{Tran}_\nu(s) = \{ E \subseteq T(s) \mid E \cup \nu \models \Phi(s) \}\) the set of all admissible sets of transitions from \(s\) under the fixed truth values of the parameters.

We can now define the notion of modal refinement between PMTS.

**Definition 3 (Modal Refinement).** Let \((S_1, T_1, P_1, \Phi_1)\) and \((S_2, T_2, P_2, \Phi_2)\) be two PMTSs. A binary relation \(R \subseteq S_1 \times S_2\) is a modal refinement if for each \(\mu \subseteq P_1\) there exists \(\nu \subseteq P_2\) such that for every \((s, t) \in R\) holds

\[
\forall M \in \text{Tran}_\mu(s) : \exists N \in \text{Tran}_\nu(t) : \forall(a, s') \in M : \exists(a, t') \in N : (s', t') \in R \land \\
\forall(a, t') \in N : \exists(a, s') \in M : (s', t') \in R.
\]

We say that \(s\) modally refines \(t\), denoted by \(s \leq_m t\), if there exists a modal refinement \(R\) such that \((s, t) \in R\).

**Example 4.** Consider the rightmost PMTS in Figure 2. It has two parameters \(\text{reqYfromG}\) and \(\text{reqYfromR}\) whose values can be set independently and it can be refined by the system in the middle of the figure having only one parameter \(\text{reqY}\). This single parameter simply binds the two original parameters to the same value. The PMTS in the middle can be further refined into the implementations where either \(\text{yellow}\) is always used in both cases, or never at all. Notice that there are in principle infinitely many implementations of the system in the middle, however, they are all bisimilar to either of the two implementations depicted in the left of Figure 2.

In the next section, we shall investigate the complexity of positive subclasses of PMTS. For this reason we prove the following lemma showing how the definition of modal refinement can be simplified in this particular case.

We shall first realize that in positive PMTS and for any truth assignment \(\nu\), \(\text{Tran}_\nu(s)\) is upward closed, meaning that if \(M \in \text{Tran}_\nu(s)\) and \(M \subseteq M' \subseteq T(s)\) then \(M' \in \text{Tran}_\nu(s)\).

\[114\]
Lemma 5. Consider Definition 3 where the right-hand side PMTS is positive. Now the condition in Definition 3 can be equivalently rewritten as a conjunction of conditions (1) and (2)

\[ \forall M \in \text{Tran}_\mu(s) : \forall (a,s') \in M : \exists (a,t') \in T(t) : (s',t') \in R \quad (1) \]

\[ \forall M \in \text{Tran}_\mu(s) : \text{match}_\nu(M) \in \text{Tran}_\nu(t) \quad (2) \]

where match\_\nu(M) denotes the set \{ (a,t') \in T(t) | \exists (a,s') \in M : (s',t') \in R \}. If the left-hand side PMTS is moreover positive too, Condition (1) is equivalent to

\[ \forall (a,s') \in T(s) : \exists (a,t') \in T(t) : (s',t') \in R . \quad (3) \]

Proof. We shall first argue that the condition of modal refinement is equivalent to the conjunction of Conditions (4) and (5).

\[ \forall M \in \text{Tran}_\mu(s) : \exists N \in \text{Tran}_\nu(t) : \forall (a,s') \in M : \exists (a,t') \in N : (s',t') \in R \quad (4) \]

\[ \forall M \in \text{Tran}_\mu(s) : \exists N \in \text{Tran}_\nu(t) : \forall (a,t') \in N : \exists (a,s') \in M : (s',t') \in R \quad (5) \]

Let \( \mu, \nu, R, s \) and \( t \) be fixed. Definition 3 trivially implies both Conditions (4) and (5). We now prove that (4) and (5) imply the condition in Definition 3.

Let \( M \in \text{Tran}_\mu(s) \) be arbitrary. There is some \( N_1 \in \text{Tran}_\nu(t) \) satisfying (4) and some \( N_2 \in \text{Tran}_\nu(t) \) satisfying (5). Let now \( N'_1 = \{ (a,t') \in N_1 | \exists (a,s') \in M : (s',t') \in R \} \). Consider \( N = N'_1 \cup N_2 \). Clearly, as \( \text{Tran}_\nu(t) \) is upward closed, \( N \in \text{Tran}_\nu(t) \). Moreover, due to Condition (4) we have some \( (a,t') \in N_1 \) such that \( (s',t') \in R \). Clearly, \( (a,t') \in N'_1 \) and thus also in \( N \).

Now let \( (a,t') \in N \) be arbitrary. If \( (a,t') \in N_2 \), due to Condition (5) we have some \( (a,s') \in M \) such that \( (s',t') \in R \). If \( (a,t') \notin N_2 \) then \( (a,t') \in N'_1 \). The existence of \( (a,s') \in M \) such that \( (s',t') \in R \) is then guaranteed by the definition of \( N'_1 \).

Let us now proceed with proving the claims of the lemma. Condition (4) is trivially equivalent to (1) since \( \text{Tran}_\nu(t) \) is upward closed. Condition (5) is equivalent to (2). Indeed, (2) clearly implies (5) and we show that also (5) implies (2). Let \( M \) be arbitrary. We then have some \( N \) satisfying (5). Clearly, \( N \subseteq \text{match}_\nu(M) \). Since \( \text{Tran}_\nu(t) \) is upward closed, \( N \in \text{Tran}_\nu(t) \) implies \( \text{match}_\nu(M) \in \text{Tran}_\nu(t) \). Due to the upward closeness of both \( \text{Tran}_\mu(s) \) and \( \text{Tran}_\nu(t) \) in the case of a positive left-hand side, the equivalence of (1) and (3) follows.

Theorem 6. Modal refinement as defined on PMTS coincides with the standard modal refinement notions on MTS, DMTS and OTS. On implementations it coincides with bisimulation.

Proof. The fact that Definition 3 coincides with modal refinement on OTS as defined in [4] is a straightforward corollary of Lemma 5 and its proof. Indeed, the two conditions given in [4] are exactly conditions (3) and (5). As the definition of modal refinement on OTS coincides with modal refinement on DMTS (as shown in [4]) and thus also on MTS, the proof is done.

However, for the reader’s convenience, we present a direct proof that Definition 3 coincides with modal refinement on MTS. Assume a parameter-free PMTS
### Table 1: Complexity of modal refinement checking of parameter-free systems

<table>
<thead>
<tr>
<th></th>
<th>Boolean</th>
<th>Positive</th>
<th>pCNF</th>
<th>pDNF</th>
<th>MTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>$\Pi_2^p$-complete</td>
<td>coNP-complete</td>
<td>$\in$ coNP</td>
<td>P-hard</td>
<td>$\in$ coNP</td>
</tr>
<tr>
<td>Positive</td>
<td>$\Pi_2^p$-complete</td>
<td>coNP-complete</td>
<td>P-complete</td>
<td>coNP-complete</td>
<td>P-complete</td>
</tr>
<tr>
<td>pCNF</td>
<td>$\Pi_2^p$-complete</td>
<td>coNP-complete</td>
<td>P-complete</td>
<td>coNP-complete</td>
<td>P-complete</td>
</tr>
<tr>
<td>pDNF</td>
<td>$\Pi_2^p$-complete</td>
<td>P-complete</td>
<td>P-complete</td>
<td>P-complete</td>
<td>P-complete</td>
</tr>
<tr>
<td>MTS</td>
<td>$\Pi_2^p$-complete</td>
<td>P-complete</td>
<td>P-complete</td>
<td>P-complete</td>
<td>P-complete</td>
</tr>
<tr>
<td>Impl</td>
<td>NP-complete</td>
<td>P-complete</td>
<td>P-complete</td>
<td>P-complete</td>
<td>P-complete</td>
</tr>
</tbody>
</table>

$(S, T, P, \Phi)$ where $\Phi(s)$ is a conjunction of transitions for all $s \in S$, in other words it is a standard MTS where the must transitions are listed in the conjunction and the may transitions are simply present in the underlying transition system but not a part of the conjunction. Observe that every transition $(s, a, t) \in T$ is contained in some $M \in \text{Tran}_0(s)$. Further, each must transition $(s, a, t) \in T$ is contained in all $M \in \text{Tran}_0(s)$. Therefore, the first conjunct in Definition 3 requires that for all may transition from $s$ there be a corresponding one from $t$ with the successors in the refinement relation. Similarly, the second conjunct now requires that for all must transitions from $t$ there be a corresponding must transition from $s$. This is exactly the standard notion of modal refinement as introduced in [11].

## 3 Complexity of Modal Refinement Checking

We shall now investigate the complexity of refinement checking on PMTS and its relevant subclasses. Without explicitly mentioning it, we assume that all considered PMTS are now finite and the decision problems are hence well defined. The complexity bounds include classes from the polynomial hierarchy (see e.g. [14]) where for example $\Sigma_0^p = \Pi_0^p = P$, $\Pi_1^p = \text{coNP}$ and $\Sigma_1^p = \text{NP}$.

### 3.1 Parameter-Free Systems

Since even the parameter-free systems have interesting expressive power and the complexity of refinement on OTS has not been studied before, we first focus on parameter-free systems. Moreover, the results of this subsection are then applied to parametric systems in the next subsection. The results are summarized in Table 1. The rows in the table correspond to the restrictions on the left-hand side PMTS while the columns correspond to the restrictions on the right-hand side PMTS. Boolean denotes the general system with arbitrary negation. Positive denotes the positive systems, in this case exactly OTS. We use pCNF and pDNF to denote positive systems with formulae in conjunctive and disjunctive normal forms, respectively. In this case, pCNF coincides with DMTS. The special case of satisfaction relation, where the refining system is an implementation is denoted by Impl. We do not include Impl to the columns as it makes sense that an implementation is refined only to an implementation and here modal refinement
corresponds to bisimilarity that is P-complete [2] (see also [16]). The P-hardness is hence the obvious lower bound for all the problems mentioned in the table.

We start with the simplest NP-completeness result.

**Proposition 7.** Modal refinement between an implementation and a parameter-free PMTS is NP-complete.

**Proof.** The containment part is straightforward. First we guess the relation $R$. As $s$ is an implementation then the set $\text{Tran}_q(s)$ is a singleton. We thus only need to further guess $N \in \text{Tran}_v(t)$ and then in polynomial time verify the two conjuncts in Definition 3.

The hardness part is by a simple reduction from SAT. Let $\varphi(x_1, \ldots, x_n)$ be an given Boolean formula (instance of SAT). We construct two PMTSs $(S, T, P, \Phi)$ and $(S', T', P', \Phi')$ such that (i) $S = \{s, s'\}, T = (s,a,s'), P = \emptyset, \Phi(s) = (a,s')$ and $\Phi(s') = \mathbf{tt}$ and (ii) $S' = \{t, t_1, \ldots, t_n\}, T = \{(t,a,t_i) \mid 1 \leq i \leq n\}, P' = \emptyset, \Phi(t) = \varphi[(a,t_i)/x_i]$ and $\Phi(t_i) = \mathbf{tt}$ for all $i, 1 \leq i \leq n$. Clearly, $\varphi$ is satisfiable if and only if $s \leq_m t$.

Next we show that modal refinement is $\Pi^P_2$-complete. The following lemma introduces a gadget used also later on in other hardness results. We will refer to it as the $*$-construction.

**Proposition 8.** Modal refinement between two parameter-free PMTS is $\Pi^P_2$, hard even if the left-hand side is an MTS.

**Proof.** The proof is by polynomial time reduction from the validity of the quantified Boolean formula $\psi \equiv \forall x_1 \ldots \forall x_n \exists y_1 \ldots \exists y_m : \varphi(x_1, \ldots, x_n, y_1, \ldots, y_m)$ to the refinement checking problem $s \leq_m t$ where $s$ and $t$ are given as follows.

$$\Phi(s) = (*,s') \quad \Phi(t) = \varphi[(x_i,t')/x_i,(*)/y_i]$$

Assume that $\psi$ is true. Let $M \in \text{Tran}_q(s)$ (clearly $(*,s') \in M$) and we want to argue that there is $N \in \text{Tran}_v(t)$ with $(*,t') \in N$ such that for all $(x_i, s') \in M$ there is $(x_i, t') \in N$ (clearly the states $s', t'$ and $t_i$ are in modal refinement) and for all $(x_i, t') \in N$ there is $(x_i, s') \in M$. Such an $N$ can be found by simply including $(x_i, t')$ whenever $(x_i, s') \in M$ and by adding also $(*,t')$ into $N$. As $\psi$ is true, we include into $N$ also all $(*,t_i)$ whenever $y_i$ is set to true in $\psi$. Hence we get $s \leq_m t$.

On the other hand if $\psi$ is false then we pick $M \in \text{Tran}_q(s)$ such that $M$ corresponds to the values of $x_i$’s such that there are no values of $y_1, \ldots, y_m$ that make $\psi$ true. This means that from $t$ there will be no transitions as $\text{Tran}_v(t) = \emptyset$.
assuming that \((x_i, t')\) have to be set to true whenever \((x_i, s') \in M\), otherwise the refinement between \(s\) and \(t\) will fail. However, now \((s, s') \in M\) cannot be matched from \(t\) and hence \(s \not\leq_m t\).

**Proposition 9.** Modal refinement between two parameter-free PMTS is in \(\Pi^p_2\).

**Proof.** The containment follows directly from Definition 3 (note that the parameters are empty) and the fact that the last conjunction in Definition 3 is polynomially verifiable once the sets \(M\) and \(N\) were fixed. The relation \(R\) could be in principle guessed before it is verified, however, this would increase the complexity bound to \(\Sigma^p_3\). Instead, we will initially include all pairs (polynomially many) into \(R\) and for each pair ask whether for every \(M\) there is \(N\) such that the two conjuncts are satisfied. If it fails, we remove the pair and continue until we reach (after polynomially many steps) the greatest fixed point. The complexity in this way remains in \(\Pi^p_2\). We shall use this standard method also in further proofs and refer to it as a co-inductive computation of \(R\). \(\Box\)

**Positive Right-Hand Side.** We have now solved all the cases where the right-hand side is arbitrary. We now look at the cases where the right-hand side is positive. In the proofs that follow we shall use the alternative characterization of refinement from Lemma 5. The following proposition determines the subclasses on which modal refinement can be decided in polynomial time.

**Proposition 10.** Modal refinement on parameter-free PMTS is in \(P\), provided that both sides are positive and either the left-hand side is in pDNF or the right-hand side is in pCNF.

**Proof.** Due to Lemma 5, the refinement is equivalent to the conjunction of (3) and (2). Clearly, (3) can be checked in \(P\). We show that Condition (2) can be verified in \(P\) too. Recall that (2) says that

\[
\forall M \in \text{Tran}_\mu(s) : \text{match}_t(M) \in \text{Tran}_\nu(t)
\]

where \(\text{match}_t(M) = \{(a, t') \in T(t) \mid \exists (a, s') \in M : (s', t') \in R\}\).

First assume that the left-hand side is in pDNF. If for some \(M\) the Condition (2) is satisfied then it is also satisfied for all \(M' \supseteq M\), as \(\text{Tran}_\mu(s)\) is upwards closed. It it thus sufficient to verify the condition for all minimal elements (wrt. inclusion) of \(\text{Tran}_\mu(s)\). In this case it correspond to the clauses of \(\Phi(s)\). Thus we get a polynomial time algorithm as shown in Algorithm 1.

Second, assume that the right-hand side is in pCNF. Note that Condition (2) can be equivalently stated as

\[
\forall M : \text{match}_t(M) \notin \text{Tran}_\nu(t) \Rightarrow M \notin \text{Tran}_\mu(s)
\]

As \(\Phi(t)\) is in conjunctive normal form then \(N \in \text{Tran}_\nu(t)\) is equivalent to saying that \(N\) has nonempty intersection with each clause of \(\Phi(t)\). We may thus enumerate all maximal \(N \notin \text{Tran}_\nu(t)\). Having a maximal \(N \notin \text{Tran}_\nu(t)\), we can easily construct \(M\) such that \(N = \text{match}_t(M)\). This leads to the polynomial time Algorithm 2.

The statement of the proposition thus follows. \(\Box\)
Algorithm 1: Test for Condition (2) of modal refinement (pDNF)

\textbf{Input}: states \( s \) and \( t \) such that \( \Phi(s) \) is in positive DNF and \( \Phi(t) \) is positive, relation \( R \)

\textbf{Output}: \text{true} if \( s, t \) satisfy the refinement condition, \text{false} otherwise

\begin{algorithmic}
\FOR {clause \((a_1, s_1) \wedge \cdots \wedge (a_k, s_k)\) in \( \Phi(s) \)}
\STATE \( N \leftarrow \{ (a, t') \in T(t) \mid \exists i : a_i = a \land (s_i, t') \in R \} \);
\IF {\( N \notin \text{Tran}_\nu(t) \)} \RETURN \text{false} \; \ENDIF
\ENDFOR
\RETURN \text{true};
\end{algorithmic}

Algorithm 2: Test for Condition (2) of modal refinement (pCNF)

\textbf{Input}: states \( s \) and \( t \) such that \( \Phi(s) \) is positive and \( \Phi(t) \) is in positive CNF, relation \( R \)

\textbf{Output}: \text{true} if \( s, t \) satisfy the refinement condition, \text{false} otherwise

\begin{algorithmic}
\FOR {clause \((a_1, t_1) \vee \cdots \vee (a_k, t_k)\) in \( \Phi(t) \)}
\STATE \( M \leftarrow T(s) \setminus \{ (a, s') \in T(s) \mid \exists i : a_i = a \land (s_i, t_i) \in R \} \);
\IF {\( M \in \text{Tran}_\nu(s) \)} \RETURN \text{false} \; \ENDIF
\ENDFOR
\RETURN \text{true};
\end{algorithmic}

Proposition 11. Modal refinement on parameter-free PMTS is in coNP, if the right-hand side is positive.

\textit{Proof.} Due to Lemma 5 we can solve the two refinement conditions separately. Furthermore, both Condition (1) an (2) of Lemma 5 can be checked in coNP. The guessing of \( R \) is done co-inductively as described in the proof of Proposition 9. \hfill \Box

Proposition 12. Modal refinement on parameter-free systems is coNP-hard, even if the left-hand side is in positive CNF and the right-hand side is in positive DNF.

\textit{Proof.} We reduce SAT into non-refinement. Let \( \varphi(x_1, \ldots, x_n) \) be a formula in CNF. We modify \( \varphi \) into an equivalent formula \( \varphi' \) as follows: add new variables \( \tilde{x}_1, \ldots, \tilde{x}_n \) and for all \( i \) change all occurrences of \( \neg x_i \) into \( \tilde{x}_i \) and add new clauses \( (x_i \vee \tilde{x}_i) \) and \( (\neg x_i \vee \neg \tilde{x}_i) \).

Observe now that all clauses contain either all positive literals or all negative literals. Let \( \psi^+ \) denote a CNF formula that contains all positive clauses of \( \varphi' \) and \( \psi^- \) denote a CNF formula that contains all negative clauses of \( \varphi' \). As \( \varphi' = \psi^+ \land \psi^- \) it is clear that \( \varphi' \) is satisfiable if and only if \( (\psi^+ \implies \neg \psi^-) \) is not valid.

Now we construct two PMTSs \((S, T, P, \Phi)\) and \((S', T', P', \Phi')\) over \( \Sigma = \{x_1, \ldots, x_n, \tilde{x}_1, \ldots, \tilde{x}_n\} \) as follows: (i) \( S = \{s, s'\}, T = \{(s, x_i, s'), (s, \tilde{x}_i, s') \mid 1 \leq i \leq n\}, P = \emptyset, \Phi(s) = \psi^+[x_i/s']/x_i, (\tilde{x}_i, s')/\tilde{x}_i \} and \Phi(s') = tt, and (ii) \( S' = \{t, t'\}, T' = \{(t, x_i, t'), (t, \tilde{x}_i, t) \mid 1 \leq i \leq n\}, P' = \emptyset, \Phi(t) = \neg \psi^-[(x_i, t')/x_i, (\tilde{x}_i, t')/\tilde{x}_i] \} and \Phi(t') = tt. Note that by pushing the negation of \( \psi^- \) inside, this formula can be written as pDNF. It is easy to see that now \( s \leq_m t \) if and only if \( (\psi^+ \implies \neg \psi^-) \) is valid. Therefore, \( s \not\leq_m t \) if and only if \( \varphi \) is satisfiable. \hfill \Box
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Table 2: Complexity of modal refinement checking with parameters

<table>
<thead>
<tr>
<th></th>
<th>Boolean</th>
<th>positive</th>
<th>pCNF</th>
<th>pDNF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boolean</td>
<td>( \Pi_2^p )-complete</td>
<td>( \Pi_3^p )-complete</td>
<td>( \Pi_4^p )-complete</td>
<td>( \Pi_2^p )-hard</td>
</tr>
<tr>
<td>positive</td>
<td>( \Pi_2^p )-complete</td>
<td>( \Pi_3^p )-complete</td>
<td>( \Pi_4^p )-complete</td>
<td>( \Pi_3^p )-complete</td>
</tr>
<tr>
<td>pCNF</td>
<td>( \Pi_2^p )-complete</td>
<td>( \Pi_3^p )-complete</td>
<td>( \Pi_4^p )-complete</td>
<td>( \Pi_3^p )-complete</td>
</tr>
<tr>
<td>pDNF</td>
<td>( \Pi_2^p )-complete</td>
<td>( \Pi_3^p )-complete</td>
<td>( \Pi_4^p )-complete</td>
<td>( \Pi_3^p )-complete</td>
</tr>
<tr>
<td>MTS</td>
<td>( \Sigma_3^p )-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>Impl</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
</tbody>
</table>

Note that the exact complexity of modal refinement with the right-hand side being in positive CNF or MTS and the left-hand side Boolean remains open.

### 3.2 Systems with Parameters

In the sequel we investigate the complexity of refinement checking in the general case of PMTS with parameters. The complexities are summarized in Table 2. We start with an observation of how the results on parameter-free systems can be applied to the parametric case.

**Proposition 13.** The complexity upper bounds from Table 1 carry over to Table 2, as follows. If the modal refinement in the parameter-free case is in NP, coNP or \( \Pi_2^p \), then the modal refinement with parameters is in \( \Pi_2^p \), \( \Pi_3^p \) and \( \Pi_4^p \), respectively. Moreover, if the left-hand side is an MTS, the complexity upper bounds shift from NP and \( \Pi_2^p \) to NP and \( \Sigma_3^p \), respectively.

**Proof.** In the first case, we first universally choose \( \mu \), we then existentially choose \( \nu \) and modify the formulae \( \Phi(s) \) and \( \Phi(t) \) by evaluating the parameters. This does not change the normal form/positiveness of the formulae. We then perform the algorithm for the parameter-free refinement. For the second case note that implementations and MTS have no parameters and we may simply choose (existentially) \( \nu \) and run the algorithm for the parameter-free refinement. ⊓ ⊔

We now focus on the respective lower bounds (proof of Proposition 15 can be found in [3]).

**Proposition 14.** Modal refinement between an implementation and a right-hand side in positive CNF or in DNF is NP-hard.

**Proof.** The proof is by reduction from SAT. Let \( \varphi(x_1, \ldots, x_n) \) be a formula in CNF and let \( \varphi_1, \varphi_2, \ldots, \varphi_k \) be the clauses of \( \varphi \). We construct two PMTSs \((S, T, P, \Phi)\) and \((S', T', P', \Phi')\) over the action alphabet \( \Sigma = \{a_1, \ldots, a_k\} \) as follows: (i) \( S = \{s, s'\}, T = \{(s, a_i, s') \mid 1 \leq i \leq k\}, P = \emptyset, \Phi(s) = \bigwedge_{1 \leq i \leq k} (a_i, s') \) and \( \Phi(s') = \mathbf{tt} \) and (ii) \( S' = \{t\} \cup \{t_i \mid 1 \leq i \leq k\}, T' = \{(t, a_i, t_i) \mid 1 \leq i \leq k\}, P' = \{x_1, \ldots, x_n\}, \Phi'(t) = \bigwedge_{1 \leq i \leq k} (a_i, t_i) \) and \( \Phi'(t_i) = \varphi_i \) for all \( 1 \leq i \leq k \).

Notice that each \( \varphi_i \in \Phi'(t_i) \) is in positive form as we negate only the parameters \( x_i \) and every clause \( \varphi_i \) is trivially in DNF. Now we easily get that \( s \leq_m t \) if and only if \( \varphi \) is satisfiable. ⊓ ⊔
**Proposition 15.** Modal refinement is $\Sigma^3_4$-hard even if the left-hand side is MTS.

The following proof introduces a gadget used also later on in other hardness results. We refer to it as CNF-binding. Further, we use the $\ast$-construction here.

**Proposition 16.** Modal refinement is $\Pi^3_4$-hard even if the left-hand side is in positive CNF.

*Proof (Sketch).* Consider a $\Pi^3_4$-hard QSAT instance, a formula $\psi = \forall x \exists y \forall z \exists w : \varphi(x, y, z, w)$ with $\varphi$ is in CNF and $x, y, z, w$ vectors of length $n$. We construct two system $s$ and $t$ and use the variables $\{x_1, \ldots, x_n\}$ as parameters for the left-hand side system $s$, and $\{y_1, \ldots, y_n\}$ as parameters for the right-hand side system $t$.

$$
\Phi(s) = (\ast, s') \land \text{CNF-binding} \quad \Phi(t) = (\ast, s') \land \varphi((t_i, t')/x_i, (f_i, t')/\neg x_i, (z_i, t')/z_i, (\ast, u_i)/w_i)
$$

On the left we require $\Phi(s) = (\ast, s') \land \bigwedge_{1 \leq i \leq n} (x_i \Rightarrow (t_i, s')) \land (\neg x_i \Rightarrow (f_i, s'))$ and call the latter conjunct CNF-binding. Thus the value of each parameter $x_i$ is “saved” into transitions of the system. Note that although both $t_i$ and $f_i$ may be present, a “minimal” implementation contains exactly one of them. On the right-hand side the transitions look similar but we require $\Phi(t) = (\ast, t) \land \varphi'$ where $\varphi'$ is created from $\varphi$ by changing every positive literal $x_i$ into $(t_i, t')$, every negative literal $\neg x_i$ into $(f_i, t')$, every $z_i$ into $(z_i, t')$, and every $w_i$ into $(\ast, u_i)$.

We show that $\psi$ is true iff $s \leq_m t$. Assume first that $\psi$ is true. Therefore, for every choice of parameters $x_i$ there is a choice of parameters $y_i$ so that $\forall z \exists w : \varphi(x, y, z, w)$ is true and, moreover, $t_i$ or $f_i$ is present on the left whenever $x_i$ or $\neg x_i$ is true, respectively (and possibly even if it is false). We set exactly all these transitions $t_i$ and $f_i$ on the right, too. Further, for every choice of transitions $z_i$ on the left there are $w_i$’s so that $\varphi(x, y, z, w)$ holds. On the right, we implement a transition $(z_i, t')$ for each $z_i$ set to true and $(\ast, u_i)$ for each $w_i$ set to true. Now $\varphi'$ is satisfied as it has only positive occurrences of $(t_i, t')$ and $(f_i, t')$ and hence the extra $t_i$’s and $f_i$’s do not matter. Now for every implementation of $s$ we obtained an implementation of $t$. Moreover, their transitions match. Indeed, $t_i$’s and $f_i$’s were set the same as on the left, similarly for $z_i$’s. As for the $\ast$-transition, we use the same argumentation as in the original $\ast$-construction. On the left, there is always one. On the right, there can be more of them due to $w_i$’s but at least one is also guaranteed by $\Phi(t)$.

Let now $s \leq_m t$. Then for every choice of $x_i$’s—and thus also for every choice of exactly one transition of $t_i, f_i$ for each $i$—there are $y_i$’s so that every choice of transitions $z_i$ can be matched on the right so that $\varphi'$ is true with some transitions
(\ast, u_i). Since choices of \(t_i/f_i\) correspond exactly to choices of \(x_i\) it only remains to set \(w_i\) true for each transition \((\ast, u_i)\) on the right, thus making \(\varphi\) true. □

Based on the idea of CNF-binding, the following propositions are proved in [3].

**Proposition 17.** Modal refinement is \(\Pi_3\)-hard for the left-hand side in positive CNF and the right-hand side in positive DNF.

**Proposition 18.** Modal refinement is \(\Pi_2\)-hard even if both sides are in positive CNF.

The last three propositions use a modification of the CNF-binding idea called DNF-binding. Instead of \((x_i \Rightarrow (t_i, s')) \land (\neg x_i \Rightarrow (f_i, s'))\) we use \((x_i \land (t_i, s')) \lor (\neg x_i \land (f_i, s'))\) to bind parameters of the left-hand side system with transitions of the right-hand side system. Details are in [3].

**Proposition 19.** Modal refinement is \(\Pi_3\)-hard even if left-hand side is in positive DNF and right-hand side is in positive CNF.

**Proposition 20.** Modal refinement is \(\Pi_2\)-hard even if left-hand side is in positive DNF and right-hand side is in positive DNF.

**Proposition 21.** Modal refinement is \(\Pi_4\)-hard even if the left-hand side is in positive DNF.

Although the complexity may seem discouraging in many cases, there is an important remark to make. The refinement checking may be exponential, but only in the outdegree of each state and the number of parameters, while it is polynomial in the number of states. As one may expect the outdegree and the number of parameters to be much smaller than the number of states, this means that the refinement checking may still be done in a rather efficient way. This claim is furthermore supported by the existence of efficient SAT solvers that may be employed to check the inner conditions in the modal refinement.

4 Conclusion and Future Work

We have introduced an extension of modal transition systems called PMTS for parametric systems. The formalism is general enough to capture several features missing in the other extensions, while at the same time it offers an easy to understand semantics and a natural notion of modal refinement that specializes to the well-known refinements already studied on the subclasses of PMTS. Finally, we provided a comprehensive overview of complexity of refinement checking on PMTS and its subclasses.

We believe that our formalism is a step towards a more applicable notion of specification theories based on MTS. In the future work we will study logical characterizations of the refinement relation, investigate compositional properties and focus on introducing quantitative aspects into the model in order to further increase its applicability.
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Abstract. Modal transition systems are a well-established specification formalism for a high-level modelling of component-based software systems. We present a novel extension of the formalism called modal transition systems with durations where time durations are modelled as controllable or uncontrollable intervals. We further equip the model with two kinds of quantitative aspects: each action has its own running cost per time unit, and actions may require several hardware components of different costs. We ask the question, given a fixed budget for the hardware components, what is the implementation with the cheapest long-run average reward. We give an algorithm for computing such optimal implementations via a reduction to a new extension of mean payoff games with time durations and analyse the complexity of the algorithm.

1 Introduction and Motivating Example

Modal Transition Systems (MTS) is a specification formalism [16, 2] that aims at providing a flexible and easy-to-use compositional development methodology for reactive systems. The formalism can be viewed as a fragment of a temporal logic [1, 9] that at the same time offers a behavioural compositional semantics with an intuitive notion of process refinement. The formalism of MTS is essentially a labelled transition system that distinguishes two types of labelled transitions: must transitions which are required in any refinement of the system, and may transitions that are allowed to appear in a refined system but are not required. The refinement of an MTS now essentially consists of iteratively resolving the presence or absence of may transitions in the refined process.

In a recent line of work [15, 3], the MTS framework has been extended to allow for the specification of additional constraints on quantitative aspects (e.g. time, power or memory), which are highly relevant in the area of embedded systems. In this paper we continue the pursuit of quantitative extensions of MTS
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by presenting a novel extension of MTS with time durations being modelled as controllable or uncontrollable intervals. We further equip the model with two kinds of quantitative aspects: each action has its own running cost per time unit, and actions may require several hardware components of different costs. Thus, we ask the question, given a fixed budget for the investment into the hardware components, what is the implementation with the cheapest long-run average reward.

Before we give a formal definition of modal transition systems with durations (MTSD) and the dual-price scheme, and provide algorithms for computing optimal implementations, we present a small motivating example.

Consider the specification $S$ in Figure 1a describing the work of a shuttle bus driver. He drives a bus between a hotel and the airport. First, the driver has to wait for the passengers at the hotel. This can take one to five minutes. Since this behaviour is required to be present in all the implementations of this specification, it is drawn as a solid arrow and called a must transition. Then the driver has to drive the bus to the airport (this takes six to ten minutes) where he has to do a SmallCleanup, then wait before he can drive the bus back to the hotel. When he returns he can do either a SmallCleanup, BigCleanup or SkipCleanup of the bus before he continues. Here we do not require a particular option to be realised in the implementations, hence we only draw the transitions as dashed arrows. As these transitions may or may not be present in the implementations, they are called may transitions. However, here the intention is to require at least one option be realised. Hence, we specify this using a propositional formula $\Phi$ assigned to the state $t$ over its outgoing transitions as described in [5, 6]. After performing one of the actions, the driver starts over again. Note that next time the choice in $t$ may differ.

Observe that there are three types of durations on the transitions. First, there are controllable intervals, written in angle brackets. The meaning of e.g. $\langle 1, 5 \rangle$ is that in the implementation we can instruct the driver to wait for a fixed number of minutes in the range. Second, there are uncontrollable intervals, written in square brackets. The interval $[6, 10]$ on the Drive transition means that in the implementation we cannot fix any particular time and the time can vary, say, depending on the traffic and it is chosen nondeterministically by the environment. Third, the degenerated case of a single number, e.g. 0, denotes that the time taken is always constant and given by this number. In particular, a zero duration means that the transition happens instantaneously.

The system $S_1$ is another specification, a refinement of $S$, where we additionally specify that the driver must do a SmallCleanup after each Drive. Note that the Wait interval has been narrowed. The system $I_1$ is an implementation of $S_1$ (and actually also of $S$) where all controllable time intervals have already been fully resolved to their final single values: the driver must wait for 5 minutes and do the SmallCleanup for 6 minutes. Note that uncontrollable intervals remain unresolved in the implementations and the time is chosen by the environment each time the action is performed. This reflects the inherent uncontrollable uncertainty of the timing, e.g. of a traffic.
The system $S_2$ is yet another specification and again a refinement of $S$, where the driver can always do a BigCleanup in $t$ and possibly there is also an alternative allowed here of a SmallCleanup. Notice that both SmallCleanup intervals have been restricted and changed to uncontrollable. This means that we give up the control over the duration of this action and if this transition is implemented, its duration will be every time chosen nondeterministically in that range. Finally, $I_2$ is then an implementation of $S_2$ and $S$. 

Fig. 1: Example of Dual-Priced Modal Transition Systems with Time Durations
Furthermore, we develop a way to model cost of resources. Each action is assigned a *running price* it costs per time unit, e.g. Drive costs 10 each time unit it is being performed as it can be seen in the left table of Figure 1f. In addition, in order to perform an action, some hardware may be needed, e.g. a VacuumCleaner for the BigCleanup and its price is 100 as can be seen on the right. This *investment price* is paid once only.

Let us now consider the problem of finding an optimal implementation, so that we spend the least possible amount of money (e.g. the pay to the driver) per time unit while conforming to the specification $S$. We call this problem the *cheapest implementation problem*. The optimal implementation is to buy a vacuum cleaner if one can afford an investment of 100 and do the BigCleanup every time as long as possible and Wait as shortly as possible. (Note that BigCleanup is more costly per time unit than SmallCleanup but lasts longer.) This is precisely implemented in $I_2$ and the (worst-case) average cost per time unit is $\approx 7.97$. If one cannot afford the vacuum cleaner but only a sponge, the optimal worst case long run average is then a bit worse and is implemented by doing the SmallCleanup as long as possible and Wait now as long as possible. This is depicted in $I_1$ and the respective average cost per time unit is $\approx 8.10$.

The most related work is [12] where prices are introduced into a class of interface theories and long-run average objectives are discussed. Our work omits the issue of distinguishing input and output actions. Nevertheless, compared to [12], this paper deals with the time durations, the one-shot hardware investment and, most importantly, refinement of specifications. Further, timed automata have also been extended with prices [4] and the long-run average reward has been computed in [10]. However, priced timed automata lack the hardware and any notion of refinement, too.

The paper is organized as follows. We introduce the MTS with the time durations in Section 2 and the dual-price scheme in Section 3. Section 4 presents the main results on the complexity of the cheapest implementation problem. First, we state the complexity of this problem in general and in an important special case and prove the hardness part. The algorithms proving the complexity upper bounds are presented only after introducing an extension of mean payoff games with time durations. These are needed to establish the results but are also interesting on their own as discussed in Section 4.1. Due to space limitations, some of the proofs are in the full version of the paper [7]. We conclude and give some more account on related and future work in Section 5.

## 2 Modal Transition Systems with Durations

In order to define MTS with durations, we first introduce the notion of controllable and uncontrollable duration intervals. A controllable interval is a pair $(m, n)$ where $m, n \in \mathbb{N}_0$ and $m \leq n$. Similarly, an uncontrollable interval is a pair $[m, n]$ where $m, n \in \mathbb{N}_0$ and $m \leq n$. We denote the set of all controllable intervals by $\mathcal{I}_c$, the set of all uncontrollable intervals by $\mathcal{I}_u$, and the set of all intervals by $\mathcal{I} = \mathcal{I}_c \cup \mathcal{I}_u$. We also write only $m$ to denote the singleton interval $[m, m]$. 
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Singleton controllable intervals need not be handled separately as there is no semantic difference to the uncontrollable counterpart.

We can now formally define modal transition systems with durations. In what follows, $\mathcal{B}(X)$ denotes the set of propositional logic formulae over the set $X$ of atomic propositions, where we assume the standard connectives $\land, \lor, \neg$.

**Definition 1 (MTSD).** A Modal Transition System with Durations (MTSD) is a tuple $S = (S, T, D, \Phi, s_0)$ where $S$ is a set of states with the initial state $s_0$, $T \subseteq S \times \Sigma \times S$ is a set of transitions, $D : T \rightarrow \mathbb{I}$ is a duration interval function, and $\Phi : S \rightarrow \mathcal{B}(\Sigma \times S)$ is an obligation function. We assume that whenever the atomic proposition $(a, t)$ occurs in the Boolean formula $\Phi(s)$ then also $(s, a, t) \in T$.

We moreover require that there is no cycle of transitions that allows for zero accumulated duration, i.e. there is no path $s_1a_1s_2a_2\cdots s_n$ where $(s_i, a_i, s_{i+1}) \in T$ and $s_n = s_1$ such that for all $i$, the interval $D((s_i, a_i, s_{i+1}))$ is of the form either $(0, m)$ or $[0, m]$ for some $m$.

Note that instead of the basic may and must modalities known from the classical modal transition systems (see e.g. [2]), we use arbitrary boolean formulae over the outgoing transitions of each state in the system as introduced in [6]. This provides a higher generality as the formalism is capable to describe, apart from standard modal transition systems, also more expressive formalisms like disjunctive modal transition systems [17] and transition systems with obligations [5]. See [6] for a more thorough discussion of this formalism.

In the rest of the paper, we adapt the following convention when drawing MTSDs. Whenever a state $s$ is connected with a solid arrow labelled by $a$ to a state $s'$, this means that in any satisfying assignment of the Boolean formula $\Phi(s)$, the atomic proposition $(a, s')$ is always set to true (the transition must be present in any refinement of the system). Should this not be the case, we use a dashed arrow instead (meaning that the corresponding transition may be present in a refinement of the system but it can be also left out). For example the solid edges in Figure 1a correspond to an implicitly assumed $\Phi(s) = (a, s')$ where $(s, a, s')$ is the (only) outgoing edge from $s$; in this case we do not explicitly write the obligation function. The three dashed transitions in the figure are optional, though at least one of them has to be preserved during any refinement (a feature that can be modelled for example in disjunctive MTS [17]).

**Remark 2.** The standard notion of modal transition systems (see e.g. [2]) is obtained under the restriction that the formulae $\Phi(s)$ in any state $s \in S$ have the form $(a_1, s_1) \land \ldots \land (a_n, s_n)$ where $(s, a_1, s_1), \ldots, (s, a_n, s_n) \in T$. The edges mentioned in such formulae are exactly all must transitions; may transitions are not listed in the formula and hence can be arbitrarily set to true or false.

Let by $T(s) = \{(a, t) \mid (s, a, t) \in T\}$ denote the set of all outgoing transitions from the state $s \in S$. A modal transition system with durations is called an implementation if $\Phi(s) = \bigwedge T(s)$ for all $s \in S$ (every allowed transition is also
required), and \( D(s, a, s') \in \mathcal{I} \) for all \((s, a, s') \in T\), i.e. all intervals are uncontrollable, often singletons. Figure 1c shows an example of an implementation, while Figure 1b is not yet an implementation as it still contains the controllable intervals \((3, 5)\) and \((4, 6)\).

We now define a notion of modal refinement. In order to do that, we first need to define refinement of intervals as a binary relation \( \leq \subseteq \mathcal{I} \times \mathcal{I} \) such that

- \( \langle m', n' \rangle \leq \langle m, n \rangle \) whenever \( m' \geq m \) and \( n' \leq n \), and
- \( [m', n'] \leq \langle m, n \rangle \) whenever \( m' \geq m \) and \( n' \leq n \).

Thus controllable intervals can be refined by narrowing them, at most until they become singleton intervals, or until they are changed to uncontrollable intervals.

Let us denote the collection of all possible sets of outgoing transitions from a state \( s \) by \( \text{Tran}(s) := \{ E \subseteq T(s) \mid |E| = \Phi(s) \} \) where \( = \) is the classical satisfaction relation on propositional formulae assuming that \( E \) lists all true propositions.

**Definition 3 (Modal Refinement).** Let \( S_1 = (S_1, T_1, D_1, \Phi_1, s_1) \) and \( S_2 = (S_2, T_2, D_2, \Phi_2, s_2) \) be two MTSDs. A binary relation \( R \subseteq S_1 \times S_2 \) is a modal refinement if for every \((s, t) \in R\) the following holds:

\[
\forall M \in \text{Tran}(s) : \exists N \in \text{Tran}(t) :
\forall (a, s') \in M : \exists (a, t') \in N : D_1(s, a, s') \leq D_2(t, a, t') \land (s', t') \in R \land
\forall (a, t') \in N : \exists (a, s') \in M : D_1(s, a, s') \leq D_2(t, a, t') \land (s', t') \in R .
\]

We say that \( s \in S_1 \) modally refines \( s' \in S_2 \), denoted by \( s \leq_m s' \), if there exists a modal refinement \( R \) such that \((s, s') \in R \). We also write \( S_1 \leq_m S_2 \) if \( s_1 \leq_m s_2 \).

Intuitively, the pair \((s, t)\) can be in the relation \( R \) if for any satisfiable instantiation of outgoing edges from \( s \) there is a satisfiable instantiation of outgoing edges from \( t \) so that they can be mutually matched, possibly with \( s \) having more refined intervals, and the resulting states are again in the relation \( R \).

Observe that in our running example the following systems are in modal refinement: \( I_1 \leq_m S_1 \leq_m S \) and thus also \( I_1 \leq_m S \), and similarly \( I_2 \leq_m S_2 \leq_m S \) and thus also \( I_2 \leq_m S \).

The reader can verify that on the standard modal transition systems (see Remark 2) the modal refinement relation corresponds to the classical modal refinement as introduced in [16].

### 3 Dual-Price Scheme

In this section, we formally introduce a dual-price scheme on top of MTSD in order to model the investment cost (cost of hardware necessary to perform the implemented actions) and the running cost (weighted long-run average of running costs of actions). We therefore consider only deadlock-free implementations (every state has at least one outgoing transition) so that the long-run average reward is well defined.
Definition 4 (Dual-Price Scheme). A dual-price scheme over an alphabet $\Sigma$ is a tuple $P = (r, H, \Psi, i)$ where

- $r : \Sigma \to \mathbb{Z}$ is a running cost function of actions per time unit,
- $H$ is a finite set of available hardware,
- $\Psi : \Sigma \to \mathcal{B}(H)$ is a hardware requirement function, and
- $i : H \to \mathbb{N}_0$ is a hardware investment cost function.

Hence every action is assigned its unit cost and every action can have different hardware requirements (specified as a Boolean combination of hardware components) on which it can be executed. This allows for much more variability than a possible alternative of a simple investment cost $\Sigma \to \mathbb{N}_0$. Further, observe that the running cost may be negative, meaning that execution of such an action actually gains rather than spends resources.

Let $I$ be an implementation with an initial state $s_0$. A set $G \subseteq H$ of hardware is sufficient for an implementation $I$, written $G \models I$, if $G \models \Psi(a)$ for every action $a$ reachable from $s_0$. The investment cost of $I$ is then defined as

$$ic(I) = \min_{G \models I} \sum_{g \in G} i(g).$$

Further, a run of $I$ is an infinite sequence $s_0a_0t_0s_1a_1t_1 \cdots$ with $(s_i, a_i, s_{i+1}) \in T$ and $t_i \in D(s_i, a_i, s_{i+1})$. Hence, in such a run, a concrete time duration in each uncontrollable interval is selected. We denote the set of all runs of $I$ by $R(I)$. The running cost of an implementation $I$ is the worst-case long-run average

$$rc(I) = \sup_{s_0a_0t_0s_1a_1t_1\cdots \in R(I)} \limsup_{n \to \infty} \frac{\sum_{i=0}^{n} r(a_i) \cdot t_i}{\sum_{i=0}^{n} t_i}.$$

Our cheapest-implementation problem is now defined as follows: given an MTSD specification $S$ together with a dual-price scheme over the same alphabet, and given an upper-bound $\max_ic$ for the investment cost, find an implementation $I$ of $S$ (i.e. $I \leq_m S$) such that $ic(I) \leq \max_ic$ and for every implementation $I'$ of $S$ with $ic(I') \leq \max_ic$, we have $rc(I) \leq rc(I')$.

Further, we introduce the respective decision problem, the implementation problem, as follows: given an MTSD specification $S$ together with a dual-price scheme, and given an upper-bound $\max_ic$ for the investment cost and an upper bound $\max_rc$ on the running cost, decide whether there is an implementation $I$ of $S$ such that both $ic(I) \leq \max_ic$ and $rc(I) \leq \max_rc$.

Example 5. Figure 1f depicts a dual-price scheme over the same alphabet $\Sigma = \{\text{Wait}, \text{Drive}, \text{SmallCleanup}, \text{BigCleanup}, \text{SkipCleanup}\}$ as of our motivating specification $S$. The running cost of the implementation $I_2$ is $(1 \cdot 8 + 10 \cdot 6 + 6 + 1 \cdot 8 + 10 \cdot 6 + 30 \cdot 7)/(1 + 10 + 6 + 1 + 10 + 30) \approx 7.97$ as the maximum value is achieved when Drive (with running cost 10) takes 10 minutes. On the one hand, this is optimal for $S$ and a maximum investment cost at least 100. On the other hand, if the maximum investment cost is 99 or less then the optimal implementation is depicted in $I_1$ and its cost is $(5 \cdot 8 + 10 \cdot 10 + 6 \cdot 5)/(5 + 10 + 6) \approx 8.10$.\"
Remark 6. Note that the definition of the dual-price scheme only relies on having durations on the labelled transition systems. Hence, one could easily apply this in various other settings like in the special case of traditional MTS (with may and must transitions instead of the obligation function) or in the more general case of parametric MTS (see [6]) when equipped with durations as described above.

4 Complexity Results

In this section, we give an overview of the complexity of our problem both in general and in an important special case. We start with establishing the hardness results. The matching upper bounds and the outline of their proofs follow. When referring to the size of MTSDs and the dual-price scheme, we implicitly assume binary encoding of numbers. We start by observing that the implementation problem is NP-hard even if no hardware is involved.

Proposition 7. The implementation problem is NP-hard even for the hardware requirement function $\Psi$ that is constantly true for all actions.

Proof. We shall reduce the satisfiability problem of Boolean formulae (SAT) to our problem. Let $\varphi$ be a Boolean formula over the variables $x_1, \ldots, x_n$. We define a MTSD $S$ over the set of actions $\Sigma = \{x_1, \ldots, x_n, *\}$ such that the running cost is $r(x_j) = 1$ for all $1 \leq j \leq n$ and $r(*) = 2$ and the duration of all actions is 1. The specification $S$ has one state $s$ and a self-loop under all elements of $\Sigma$ with the obligation function $\Phi(s) = \varphi \lor (*, s)$. The reason for adding the action $*$ is to make sure that in case $\varphi$ is not satisfiable then we can still have a deadlock-free, but more running-cost-expensive implementation. Now we set the hardware to $H = \emptyset$ and the hardware requirement function $\Psi(a)$ constantly true for all $a \in \Sigma$. It is easy to observe that the formula $\varphi$ is satisfiable iff $S$ has an implementation $I$ with $rc(I) \leq 1$ (and $ic(I) = 0$). \qed

Note that in the proof we required $\Phi$ to be a general Boolean formula. If, for instance, we considered $\Phi$ in positive form (i.e. only containing $\land$ and $\lor$ operators and not $\neg$), the hardness would not hold. Thus on the one hand, one source of hardness is the complexity of $\Phi$. On the other hand, even if $\Phi$ corresponds to the simplest case of an implementation ($\Phi$ is a conjunction of atomic propositions), the problem remains hard due to the hardware.

Proposition 8. The implementation problem is NP-hard even for specifications that are already implementations.

Proof. We reduce the NP-complete problem of vertex cover to our problem. Let $(V, E)$ where $E \subseteq V \times V$ be a graph and $k \in \mathbb{N}$ be an integer. We ask whether there is a subset of vertices $V_k \subseteq V$ of cardinality $k$ such that for every $(v_1, v_2) \in E$ at least $v_1 \in V_k$ or $v_2 \in V_k$. Let us construct an MTSD specification $S$ with hardware $H = V$ and the investment function $i(v) = 1$ for all $v \in H$, such that $S$ has only one state $s$ and a self-loop under a single action
a that is required ($\Phi(s) = (a, s)$) and where the hardware requirement function is $\Psi(a) = \bigwedge_{(u, v) \in E}(u \lor v)$. There is now a vertex cover in $(V, E)$ of size $k$ iff $S$ has an implementation $I$ with $ic(I) \leq k$. Setting e.g. $D(s, a, s) = 1$ and the running cost $r(a) = 0$ establishes NP-hardness of the implementation problem where we ask for the existence of an implementation of $S$ with maximum running cost 0 and maximum investment cost $k$.

Alternatively, we may introduce a self-loop with a new action name $a_{(u, v)}$ for every edge $(u, v)$ in the graph such that $\Psi(a_{(u, v)}) = u \lor v$, showing NP-hardness even for the case where the hardware requirement function is a simple disjunction of hardware components.

In the subsequent sections, we obtain the following matching upper bound which yields the following theorem.

**Theorem 9.** The implementation problem is NP-complete.

By analysing the proof of Proposition 8, it is clear that we have to restrict the hardware requirement function before we can obtain a more efficient algorithm for the implementation problem. We do so by assuming a constant number of hardware components (not part of the input). If we at the same time require the obligation function in positive form, we obtain a simpler problem as stated in the following theorem.

**Theorem 10.** The implementation problem with positive obligation function and a constant number of hardware components is polynomially equivalent to mean payoff games and thus it is in $NP \cap coNP$ and solvable in pseudo-polynomial time.

The subsequent sections are devoted to proving Theorems 9 and 10. The algorithm to solve the implementation problem first reduces the dual-priced MTSD into a mean payoff game extended with time durations and then solves this game. This new extension of mean payoff games and an algorithm to solve them is presented in Section 4.1. The translation follows in Section 4.2. Since this translation is exponential in general, Section 4.3 then shows how to translate in polynomial time with only local exponential blow-ups where negations occur. Section 4.4 then concludes and establishes the complexity bounds.

### 4.1 Weighted Mean Payoff Games

We extend the standard model of mean payoff games (MPG) [14] with time durations. Not only is this extension needed for our algorithm, but it is also useful for modelling by itself. Consider, for instance, energy consumption of 2kW for 10 hours and 10kW for 2 hour, both followed by 10 hours of inactivity. Obviously, although both consumptions are 20kWh per cycle, the average consumption differs: 1kW in the former case and 20/12kW in the latter one. We also allow zero durations in order to model e.g. discrete changes of states, an essential part of our algorithm. Another extension of MPGs with dual-cost was studied in [8].
Definition 11. A weighted mean payoff game is \( G = (V, V_{\text{min}}, V_{\text{max}}, E, r, d) \) where \( V \) is a set of vertices partitioned into \( V_{\text{min}} \) and \( V_{\text{max}} \), \( E \subseteq V \times V \) is a set of edges, \( r : E \rightarrow \mathbb{Z} \) is a rate function, \( d : E \rightarrow \mathbb{N}_0 \) is a duration function.

It is assumed that there are no deadlocks (vertices with out-degree 0) and that there are no zero-duration cycles. The game is played by two players, \( \text{min} \) and \( \text{max} \). The play is an infinite path such that each player picks successors in his/her vertices. The value of a play \( \nu_0v_1v_2 \cdots \) is defined as:

\[
\nu(v_0v_1v_2 \cdots) = \limsup_{n \to \infty} \frac{\sum_{i=0}^{n} r(v_i, v_{i+1}) \cdot d(v_i, v_{i+1})}{\sum_{i=0}^{n} d(v_i, v_{i+1})}.
\]

Player \( \text{min} \) tries to minimize this value, while \( \text{max} \) aims at the opposite. Let \( \nu(s) \) denote the infimum of the values \( \text{min} \) can guarantee if the play begins in the vertex \( s \), no matter what the player \( \text{max} \) does.

Note that the standard MPGs where edges are assigned only integer weights can be seen as weighted MPGs with rates equal to weights and durations equal to 1 on all edges.

We now show how to solve weighted MPGs by reduction to standard MPGs. We first focus on the problem whether \( \nu(s) \geq 0 \) for a given vertex \( s \). As the durations are nonnegative and there are no zero-duration cycles, the denominator of the fraction in \((*)\) will be positive starting from some \( n \). Therefore, the following holds for every play \( v_0v_1v_2 \cdots \) and every (large enough) \( n \):

\[
\frac{\sum_{i=0}^{n} r(v_i, v_{i+1}) \cdot d(v_i, v_{i+1})}{\sum_{i=0}^{n} d(v_i, v_{i+1})} \geq 0 \iff \frac{1}{n} \sum_{i=0}^{n} r(v_i, v_{i+1}) \cdot d(v_i, v_{i+1}) \geq 0.
\]

We may thus solve the question whether \( \nu(s) \geq 0 \) by transforming the weighted MPG into a standard MPG, leaving the set of vertices and edges the same and taking \( w(u, v) = r(u, v) \cdot d(u, v) \) as the edge weight function. Although the value \( \nu(s) \) may change in this reduction, its (non)negativeness does not.

Further, we may transform any problem of the form \( \nu(s) \geq \lambda \) for any fixed constant \( \lambda \) into the above problem. Let us modify the weighted MPG as follows. Let \( r'(u, v) = r(u, v) - \lambda \) and leave everything else the same. The value of a play \( v_0v_1v_2 \cdots \) is thus changed as follows:

\[
\nu'(v_0v_1v_2 \cdots) = \limsup_{n \to \infty} \frac{\sum_{i=0}^{n} (r(v_i, v_{i+1}) - \lambda) \cdot d(v_i, v_{i+1})}{\sum_{i=0}^{n} d(v_i, v_{i+1})} = \nu(v_0v_1v_2 \cdots) - \lambda
\]

It is now clear that \( \nu(s) \geq \lambda \) in the original game if and only if \( \nu'(s) \geq 0 \) in the modified game.

Furthermore, there is a one-to-one correspondence between the strategies in the original weighted MPG and the constructed MPG. Due to the two equivalences above, this correspondence preserves optimality. Therefore, there are optimal positional strategies in weighted MPGs since the same holds for standard MPGs [14]. (A strategy is positional if its decision does not depend on the current history of the play but only on the current vertex, i.e. can be described as a function \( V \to V \).)
4.2 Translating Dual-priced MTSD into Weighted MPG

We first focus on the implementation problem without considering the hardware \((H = \emptyset)\). We show how the implementation problem can be solved by reduction to the weighted MPGs. The first translation we present is exponential, however, we provide methods for making it smaller in the subsequent section.

We are given an MTSD \(S = (S, T, D, \Phi, s_0)\) and a dual-price scheme \((r, H, \Psi, i)\) and assume that there is no state \(s\) with \(\emptyset \in \text{Tran}(s)\). Let us define the following auxiliary vertices that will be used to simulate the more complicated transitions of MTSD in the simpler setting of weighted MPG (by convention all singleton intervals are treated as uncontrollable).

\[
T_u = \{ (s, a, t) | (s, a, t) \in T; D(s, a, t) \in I_u \}
\]

\[
T_c = \{ (s, a, t) | (s, a, t) \in T; D(s, a, t) \in I_c \}
\]

\[
T_* = \{ (s, a, j, t) | (s, a, t) \in T; j \in D(s, a, t) \}
\]

We construct the weighted mean-payoff game with \(V_{\min} = S \cup T_c \cup T_*\), \(V_{\max} = 2^T \cup T_u\) and \(E\) defined as follows:

\[
(s, X) \in E \iff \exists V \in \text{Tran}(s) : X = \{ (s, a, t) | (a, t) \in V \}
\]

\[
(X, (s, a, t)) \in E \iff (s, a, t) \in X
\]

\[
((s, a, t), (s, a, j, t)) \in E \iff j \in D(s, a, t)
\]

\[
((s, a, j, t), t) \in E \quad \text{(always)}
\]

Further, \(r((s, a, j, t), t) = r(a), \ d((s, a, j, t), t) = j\) and \(r(\neg, \neg) = d(\neg, \neg) = 0\) otherwise.

**Example 12.** In Figure 2 we show an example of how this translation to weighted MPG works. For simplicity we only translate a part of the MTSD \(S\) shown in Figure 2a. The resulting weighted MPG is shown in Figure 2b. The diamond shaped states belong to \(\text{min}\) and the squared states belong to \(\text{max}\). In the vertex \(s\), \(\text{min}\) chooses which outgoing transition are implemented. Only the choices satisfying \(\Phi(s)\) are present in the game. Afterwards, \(\text{max}\) decides which transition to take. The chosen transition is then assigned by one of the players a time that it is going to take.

Notice that \((s, a, t_1)\) is the only transition controlled by \(\text{min}\), because it has a controllable interval \((2, 3)\). The remaining transitions with uncontrollable intervals are operated by \(\text{max}\) who chooses the time from these intervals. All the "auxiliary" transitions are displayed without any labels meaning their duration (and rate) is zero. Thus, only the transitions corresponding to "real" transitions in MTSDs are taken into account in the value of every play.

A strategy for \(\text{min}\) can now be translated into an implementation of the original MTSD in a straightforward way. The implemented transitions in \(s\) are given by \(\sigma(s)\), similarly the durations of a transition \((s, a, t)\) with a controllable interval are given by the third component of \(\sigma((s, a, t))\).
4.3 Optimizations

We now simplify the construction. The first simplification is summarized by the observation that the strategies of both players only need to choose the extremal points of the interval in vertices of the form \((s, a, t)\).

**Lemma 13.** There are optimal positional strategies for both min and max such that the choice in vertices of the form \((s, a, t)\) is always one of the two extremal points of the interval \(D(s, a, t)\).

We may thus simplify the construction according to the previous lemma so that there are at most two outgoing edges for each state of the form \((s, a, t)\) are as follows: \((s, a, t), (s, a, j, t)\) \(\in E\) iff \(j\) is an extremal point of \(D(s, a, t)\).

We can also optimize the expansion of Tran\((s)\). So far, we have built an exponentially larger weighted MPG graph as the size of Tran\((s)\) is exponential in the out-degree of \(s\). However, we can do better if we restrict ourselves to the class of MTSD where all \(\Phi(s)\) are positive boolean formulae, i.e. the only connectives are \(\land\) and \(\lor\). Instead of enumerating all valuations, we can use the syntactic tree of the formula to build a weighted MPG of polynomial size.

Let \(sf(\varphi)\) denote the set of all sub-formulae of \(\varphi\) (including \(\varphi\)). Let further \(S_\ast = \{(s, \varphi) \mid s \in S; \varphi \in sf(\Phi(s))\}\). The weighted MPG is constructed with

- \(V_{\min} = \{(s, \varphi) \in S_\ast \mid \varphi = \varphi_1 \lor \varphi_2 \text{ or } (\varphi = (a, t) \text{ and } D(s, a, t) \in I_c)\} \cup T_s\)
- \(V_{\max} = \{(s, \varphi) \in S_\ast \mid \varphi = \varphi_1 \land \varphi_2 \text{ or } (\varphi = (a, t) \text{ and } D(s, a, t) \in I_u)\}\)
- \(E\) is defined as follows:

\[
\begin{align*}
((s, \varphi_1 \lor \varphi_2), (s, \varphi_i)) & \in E \quad i \in \{1, 2\} \\
((s, \varphi_1 \land \varphi_2), (s, \varphi_i)) & \in E \quad i \in \{1, 2\} \\
((s, (a, t)), (s, a, j, t)) & \in E \quad \iff j \text{ is an extremal point of } D(s, a, t) \\
((s, a, j, t), (t, \Phi(t))) & \in E \quad \text{(always)}
\end{align*}
\]
Example 14. In Figure 3 we show the result of translating the part of an MTSD from Figure 2a. This weighted MPG is similar to the one in Figure 2b, but instead of having a vertex for each satisfying set of outgoing transitions, we now have the syntactic tree of the obligation formula for each state. Further the vertex \((s, b, 2, t)\) is left out, due to Lemma 13. Note that the vertices \((t_1, \Phi(t_1))\), \((t_2, \Phi(t_2))\) and \((t_3, \Phi(t_3))\) are drawn as circles, because the player of these states depends on the obligation formula and the outgoing transitions.

Fig. 3: Result of the improved translation of \(S\) in Figure 2a

Remark 15. Observe that one can perform this optimization even in the general case. Indeed, for those \(s\) where \(\Phi(s)\) is positive we locally perform this transformation; for \(s\) with \(\Phi(s)\) containing negations we stick to the original expansion. Thus, the exponential (in out-degree) blow-up occurs only locally.

Lemma 16. Both optimized translations are correct and on MTSDs where the obligation function is positive they run in polynomial time.

4.4 The Algorithm and its Complexity

The algorithm for our problem, given a specification \(S\), works as follows.

1. Nondeterministically choose hardware with the total price at most \(\max_{iC}\).
2. Create the weighted MPG out of \(S\).
3. Solve the weighted MPG using the reduction to MPG and any standard algorithm for MPG that finds an optimal strategy for player \(\min\) and computes the value \(v(s_0)\).
4. Transform the strategy to an implementation \(I\).
5. In the case of the cheapest-implementation problem return $I$;
   in the case of the implementation (decision) problem return $v(s_0) \leq \max rc$.

We can now prove the following result, finishing the proof of Theorem 9.

**Proposition 17.** The implementation problem is in NP.

**Proof.** We first nondeterministically guess the hardware assignment. Due to Section 4.2, we know that the desired implementation has the same states as the original MTSD and its transitions are a subset of the transitions of the original MTSD as the corresponding optimal strategies are positional. The first optimization (Section 4.3) guarantees that durations can be chosen as the extremal points of the intervals. Thus we can nondeterministically guess an optimal implementation and its durations, and verify that it satisfies the price inequality. \(\square\)

**Proposition 18.** The implementation problem for MTSD with positive obligation function and a constant number of hardware components is in NP \(\cap\) coNP and solvable in pseudo-polynomial time.

**Proof.** With the constant number of hardware components, we get a constant number of possible hardware configurations and we can check each configuration separately one by one. Further, by the first and the second optimization in Section 4.3, the MPG graph is of size \(O(|T| + |\Phi|)\). Therefore, we polynomially reduce the implementation problem to the problem of solving constantly many mean payoff games. The result follows by the existence of pseudo-polynomial algorithms for MPGs [18]. \(\square\)

Further, our problem is at least as hard as solving MPGs that are clearly a special case of our problem. Hence, Theorem 10 follows.

## 5 Conclusion and Future Work

We have introduced a new extension of modal transition systems. The extension consists in introducing (1) variable time durations of actions and (2) pricing of actions, where we combine one-shot investment price for the hardware and cost for running it per each time unit it is active. We believe that this formalism is appropriate to modelling many types of embedded systems, where safety comes along with economical requirements.

We have solved the problem of finding the cheapest implementation w.r.t. the running cost given a maximum hardware investment we can afford, and we established the complexity of the decision problem in the general setting and in a practically relevant subcase revealing a close connection with mean payoff games.

As for the future work, apart from implementing the algorithm, one may consider two types of extensions. First, one can extend the formalism to cover the distinction between input, output and internal actions as it is usual in interface theories [12], and include even more time features, such as clocks in priced timed automata [4, 10]. Second, one may extend the criteria for synthesis of the
cheapest implementation by an additional requirement that the partial sums stay within given bounds as done in [11], or requiring the satisfaction of a temporal property as suggested in [12, 13].

References

Paper E:

Modal process rewrite systems

Nikola Beneš and Jan Křetínský


Summary

We introduce MTS with an infinite state space generated by rules for sequential and parallel compositions as defined in process rewrite systems. We investigate the induced notion of modal refinement and provide a detailed account on decidability and complexity on the subclasses corresponding to standard infinite state systems studied in literature. We show that refinement between MTS generated by sequential composition (pushdown automata) and finite MTS are decidable, whereas on MTS generated by parallel composition (Petri nets, basic parallel processes) it is undecidable even when the other system is finite. In order to achieve decidability in the case with both sides infinite, we restrict to visibly pushdown automata. Finally, we define a bisimulation relation on MTS called birefinement and show that it is decidable between finite MTS and MTS generated by any process rewrite system rules.

Author’s contribution: 50 %

- participating in the discussions,
- contributing, in particular, to the definition using process rewrite systems and to undecidability proofs,
- writing Introduction and parts of the paper.
Modal Process Rewrite Systems

Nikola Beneš\textsuperscript{1,*} and Jan Křetínský\textsuperscript{1,2,**}

\textsuperscript{1} Faculty of Informatics, Masaryk University, Brno, Czech Republic
\textsuperscript{2} Institut für Informatik, Technische Universität München, Germany
\{xbenes3, jan.kretinsky\}@fi.muni.cz

Abstract. We consider modal transition systems with infinite state space generated by finite sets of rules. In particular, we extend process rewrite systems to the modal setting and investigate decidability of the modal refinement relation between systems from various subclasses. Since already simulation is undecidable for most of the cases, we focus on the case where either the refined or the refining process is finite. Namely, we show decidability for pushdown automata extending the non-modal case and surprising undecidability for basic parallel processes. Further, we prove decidability when both systems are visibly pushdown automata. For the decidable cases, we also provide complexities. Finally, we discuss a notion of bisimulation over MTS.

1 Introduction

The ever increasing complexity of software systems together with their reuse call for efficient \textit{component-based} design and verification. One of the major theoretically well founded frameworks that answer this call are modal transition systems (MTS) \cite{LT88}. Their success resides in natural combination of two features. Firstly, it is the simplicity of labelled transition systems, which have proved appropriate for behavioural description of systems as well as their compositions; MTS as their extension inherit this appropriateness. Secondly, as opposed to temporal logic specifications, MTS can be easily \textit{gradually refined} into implementations while preserving the desired behavioural properties.

MTS consist of a set of states and two transition relations. The \textit{must} transitions prescribe which behaviour has to be present in every refinement of the system; the \textit{may} transitions describe the behaviour that is allowed, but need not be realized in the refinements. This allows for underspecification of non-critical behaviour in the early stage of design, focusing on the main properties, verifying them and sorting out the details of the yet unimplemented non-critical behaviour later.

The formalism of MTS has proven to be useful in practice. Industrial applications are as old as \cite{Bru97} where MTS have been used for an air-traffic system at Heathrow airport. Besides, MTS are advocated as an appropriate
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base for interface theories in [RBB+09] and for product line theories in [Nym08].
Further, MTS based software engineering methodology for design via merging
partial descriptions of behaviour has been established in [UC04]. Moreover, the
tool support is quite extensive, e.g. [BLS95,DFFU07,BML11,BCK11].

Over the years, many extensions of MTS have been proposed. While MTS can
only specify whether or not a particular transition is required, some extensions
equip MTS with more general abilities to describe what combinations of
transitions are possible [LX90,FS08,BK10,BKL+11]. Further, MTS framework has
also been lifted to quantitative settings. This includes probabilistic [CDL+10] and
timed systems [CGL93,JLS11,BFJ+11,BKL+12,DLL+10,BLPR11] with clear applica-
tions in the embedded systems design. As far as the infinite state systems are
concerned, only a few more or less ad hoc extensions have been proposed, such
as systems with asynchronous communication based on FIFO [BHJ10] or Petri
nets [EBHH10]. In this paper, we introduce modalities into a general framework
for infinite-state systems, where we study modal extensions of well-established
classes of infinite-state systems.

Such a convenient unifying framework for infinite-state systems is provided by
Process rewrite systems (PRS) [May00]. They encompass many standard models
such as pushdown automata (PDA) or Petri nets (PN) as syntactic subclasses.
A PRS consists of a set of rewriting rules that model computation. These rules
may contain sequential and parallel composition. For example, a transition \( t \) of
a Petri net with input places \( I_1, I_2 \) and output places \( O_1, O_2 \) can be described by
the rule \( I_1 \parallel I_2 \xrightarrow{t} O_1 \parallel O_2 \). A transition of a pushdown automaton in a state
\( s \) with a top stack symbol \( X \) reading a letter \( a \) resulting in changing the state
to \( q \) and pushing \( Y \) to the stack can be written as \( sX \xrightarrow{a} qYX \). Limiting the
occurrences of parallel and sequential composition on the left and right sides of
the rules yields the most common automata theoretic models. For these syntactic
subclasses of PRS, see Figure 1 and a more detailed description in Section 2.

**Motivation** One can naturally lift PRS to the modal world by having two
sets of rules, may and must rules. What is then the use of such modal process
rewrite systems (mPRS)? Firstly, potentially infinite-state systems such as Petri
nets are very popular for modelling whenever communication or synchronization
between processes occurs. This is true even when they are actually bounded and
thus with a finite state space.

**Example 1.** Consider the following may rule (we use dashed arrows to denote
may rules) generating a small Petri net.

\[
\text{resource} \parallel \text{customer} \xrightarrow{\text{consume}} \text{trash}
\]

This rewrite rule implies that e.g. a process \( \text{resource} \parallel \text{customer} \parallel \text{customer} \) may
be changed into \( \text{trash} \parallel \text{customer} \). Therefore, if there is no other rule with \( \text{trash} \)
on the right side a safety property is guaranteed for all implementations of this
system, namely that \( \text{trash} \) can only arise if there is at least one \( \text{resource} \) and
one \( \text{customer} \). On the other hand, it is not guaranteed that \( \text{trash} \) can indeed be
produced in such a situation. This is very useful as during the design process
new requirements can arise, such as necessity of adding more participants to
perform this transition. For instance,

\[
\text{resource} \parallel \text{customer} \parallel \text{permit} \xrightarrow{\text{consume}} \text{trash}
\]

expresses an auxiliary condition required to produce trash, namely that permit
is available. Replacing the old rule with the new one is equivalent to adding
an input place permit to the Petri net. In the modal transition system view,
the new system refines the old one. Indeed, the new system is only more specific
about the allowed behaviour than the old one and does not permit any previously
forbidden behaviour. One can further refine the system by the one given by

\[
\text{resource} \parallel \text{customer} \parallel \text{permit} \parallel \text{bribe} \xrightarrow{\text{consume}} \text{trash}
\]

where additional condition is imposed and now the trash-producing transition
has to be available (denoted by an unbroken arrow) whenever the left hand side
condition is satisfied.

Secondly, even if an original specification is finite its refinements and the final
implementation might be infinite. For instance, consider a specification where permit needs to be available but is not consumed or there is an unlimited amount
of permits. In an implementation, the number of permits could be limited and thus
this number with no known bounds needs to be remembered in the state of the
system. Similarly, consider a finite safety specification of a browser together with
its implementation that due to the presence of back button requires the use of
stack, and is thus a pushdown system. Further, sometimes both the specification
and the implementation are infinite such as a stateless BPA specification of
a stateful component implemented by a PDA.

**Example 2.** Consider a basic process algebra (BPA) given by rules $X \xrightarrow{\ell} XX$
and $X \xrightarrow{a} \varepsilon$ for correctly parenthesized expressions with $X \xrightarrow{a} X$ for all other
symbols $a$, i.e. with no restriction on the syntax of expressions. One can easily
refine this system into a PDA that accepts correct arithmetic expressions by
remembering in the state whether the last symbol read was an operand or an
operator.

Further, opposite to the design of correct software where an abstract verified MTS is transformed into a concrete implementation, one can consider checking correctness of software through abstracting a concrete implementation into a coarser system. The use of MTS as abstractions has been advocated e.g. in [GHJ01]. While usually overapproximations (or underapproximations) of systems are constructed and thus only purely universal (or existential) properties can be checked, [GHJ01] shows that using MTS one can check mixed formulae (arbitrarily combining universal and existential properties) and, moreover, at the same cost as checking universal properties using traditional conservative abstractions. This advantage has been investigated also in the context of systems equivalent or closely related to MTS [HJS01,DGG97,Nam03,DN04,CGLT09,GNRT10].
Although one is usually interested in generating finite abstractions of infinite systems, it might be interesting to consider situations where the abstract system is infinite. For instance, if one is interested in a property that is inherently non-regular such as correct parenthesizing in the previous example, the abstraction has to capture this feature. One could thus abstract the PDA from the previous example into the smaller BPA above and prove the property here using algorithms for BPA. Moreover, if one is interested in mixed properties the abstract system has to be modal. It would be useful to extend the verification algorithms for systems such as PDA to their modal versions along the lines of the generalized model checking approach [BG00,BCK11]. This is, however, beyond the scope of this paper.

Our contribution In this paper, we focus on modal infinite-state systems and decidability of the most fundamental problem here, namely deciding the refinement relation, for most common classes of systems. Since simulation is undecidable already on basic parallel processes (BPP) [Hütt94] and basic process algebras (BPA) [GH94], cf. Figure 1, the refinement as a generalization of simulation is undecidable in general. However, one can consider the case where either the refined or the refining system is finite (a finite state machine, FSM). This case is still very interesting, e.g. in the context of finite abstractions or implementations with bounded resources. [KM99] shows that while simulation remains undecidable between process algebras (PA) and FSM, it is decidable between PDA and FSM. We extend this result using methods of [KM02b] to the modal setting. Further, although simulation is decidable between PN and FSM [JM95] (in both directions), we show that surprisingly this result cannot be extended and the refinement is undecidable even for BPP and FSM in the modal setting. Although the decidability of the refinement seems quite limited now, we show that refinement is sometimes decidable even between two infinite-state systems, namely between modal extensions of visibly pushdown automata [AM04], cf. Example 2; for this, we use the methods of [Srb06]. To summarize:

- We introduce a general framework for studying modal infinite-state systems, namely we lift process rewrite systems to the modal setting. This definition comes along with the appropriate notion of refinement.
We prove un/decidability of the refinement problem for modal extensions of standard classes of infinite-state systems. Apart from trivial corollaries due to the undecidability of simulation, this amounts to proving undecidability of refinement between Petri nets and FSM (on either side) and decidability between pushdown systems and FSM (again on either side). Moreover, we prove decidability for visibly PDA. For the decidable cases, we show that the complexity is the same as for checking the respective simulation in the non-modal setting. Finally, we discuss a notion of bisimulation over MTS, which we name birefinement.

Related work There are various other approaches to deal with component refinements. They range from subtyping [LW94] over Java modelling language [JP01] to interface theories close to MTS such as interface automata [dAH01]. Similarly to MTS, interface automata are behavioural interfaces for components. However, their composition works very differently. Furthermore, its notion of refinement is based on alternating simulation [AHKV98], which has been proved strictly less expressive than MTS refinement—actually coinciding on a subclass of MTS—in a paper [LNW07] that combines MTS and interface automata based on I/O automata [Lyn88]. The compositionality of this combination is further investigated in [RBB+11].

MTS can also be viewed as a fragment of mu-calculus that is “graphically representable” [BL90]. The graphical representability of a variant of alternating simulation called covariant-contravariant simulation has been recently studied in [AFdFE+11].

The PRS framework has been introduced in [May00]. Simulation on classes of PRS tends to be computationally harder than bisimilarity [KM02b]. While e.g. bisimulation between any PRS and FSM is decidable [KRS05], simulation with FSM is undecidable already for PA (see above). Therefore, the decidability is limited to PDA and PN, and we show that refinement is even harder (undecidability for BPP). Another aspect that could help to extend the decidability is determinism. For instance, simulation between FSM and deterministic PA is decidable [KM99]. It is also the case with the abovementioned [EBHH10] where refinement over “weakly deterministic” modal Petri nets is shown decidable.

Outline of the paper In Section 2, we introduce modal process rewrite systems formally and recall the refinement preorder. In Section 3 and 4, we show undecidability and decidability results for the refinement. Section 5 concludes.

2 Refinement Problems

In this section, we introduce modal transition systems generated by process rewrite systems and define the notion of modal refinement. We start with the usual definition of MTS.

2.1 Modal Transition Systems

Definition 1 (Modal transition system). A modal transition system (MTS) over an action alphabet Act is a triple (P, −→, −→→), where P is a set of processes and −→→ ⊆ −→→ ⊆ P × Act × P are must and may transition relations, respectively.
Observe that $P$ is not required to be finite. We often use letters $s, t, \ldots$ for processes of MTS. Whenever clear from the context, we refer to processes without explicitly mentioning their underlying MTS.

We proceed with the standard definition of (modal) refinement.

**Definition 2 (Refinement).** Let $(P_1, \rightarrow_1), (P_2, \rightarrow_2)$ be MTS over the same action alphabet and $s \in P_1$, $t \in P_2$ be processes. We say that $s$ refines $t$, written $s \leq_m t$, if there is a relation $R \subseteq P_1 \times P_2$ such that $(s, t) \in R$ and for every $(p, q) \in R$ and every $a \in \text{Act}$:

1. if $p \xrightarrow{a} p'$ then there is a transition $q \xrightarrow{a} q'$ s.t. $(p', q') \in R$, and
2. if $q \xrightarrow{a} q'$ then there is a transition $p \xrightarrow{a} p'$ s.t. $(p', q') \in R$.

The ultimate goal of the refinement process is to obtain an implementation, i.e. an MTS with $\rightarrow = \rightarrow$. Implementations can be considered as the standard labelled transition systems (LTS). Note that on implementations refinement coincides with strong bisimilarity, and on modal transition systems without any must transitions it corresponds to the simulation preorder, denoted by $\leq_{\text{sim}}$. Further, refinement has a game characterization [BKLS09] similar to (bi)simulation games, which we often use in the proofs.

### 2.2 Modal Process Rewrite Systems

We now move our attention to infinite-state MTS generated by finite sets of rules. Let $\text{Const}$ be a set of process constants. We define the set of process expressions $E$ by the following abstract syntax:

$$E ::= \varepsilon \mid X \mid E \parallel E \mid E; E$$

where $X$ ranges over $\text{Const}$. We often use Greek letters $\alpha, \beta, \ldots$ for elements of $E$. The process expressions are considered modulo the usual structural congruence, i.e. the smallest congruence such that the operator $;$ is associative, $\parallel$ is associative and commutative and $\varepsilon$ is a unit for both $;$ and $\parallel$. We often omit the $;$ operator.

**Definition 3 (Modal process rewrite system).** A process rewrite system (PRS) is a finite relation $\Delta \subseteq (E \setminus \{\varepsilon\}) \times \text{Act} \times E$, elements of which are called rewrite rules. A modal process rewrite system (mPRS) is a tuple $(\Delta_{\text{may}}, \Delta_{\text{must}})$ where $\Delta_{\text{may}}, \Delta_{\text{must}}$ are process rewrite systems such that $\Delta_{\text{must}} \subseteq \Delta_{\text{may}}$.

An mPRS $\Delta = (\Delta_{\text{may}}, \Delta_{\text{must}})$ induces an MTS $\text{MTS}(\Delta) = (E, \rightarrow, \rightarrow)$ as follows:

$$\begin{align*}
(E, a, E') \in \Delta_{\text{may}} & \\
E & \xrightarrow{a} E' \\
E; F & \xrightarrow{a} E'; F
\end{align*}$$

$$\begin{align*}
(E, a, E') \in \Delta_{\text{must}} & \\
E & \xrightarrow{a} E' \\
E; F & \xrightarrow{a} E'; F
\end{align*}$$
\[ \Delta_{\text{may}} = \{ (X, a, X \parallel Y), (X, c, \epsilon), (Y, b, \epsilon) \} \]
\[ \Delta_{\text{must}} = \{ (X, a, X \parallel Y), (Y, b, \epsilon) \} \]

**Fig. 2.** An example of a mBPP and its corresponding (infinite) MTS; the dashed arrows represent *may* transitions, the unbroken arrows represent *must* transitions; as \( s \xrightarrow{a} t \) implies \( s \rightarrow a \rightarrow t \) we omit the may transitions where must transitions are also present.

We consider four distinguished classes of process expressions. Class S stands for expressions with no \( \parallel \) (purely sequential expressions) and class P stands for expressions with no \( ; \) (purely parallel expressions). Further, we use G for the whole \( E \) (general expressions) and I for \( \text{Const} \) (one process constant and no operators). Now restricting the left and right sides of rules of PRS to these classes yields subclasses of PRS as depicted in Figure 1 using the standard shortcuts also introduced in Section 1. Each subclass \( C \) has a corresponding modal extension \( mC \) containing all \( mPRS \) \( (\Delta_{\text{may}}, \Delta_{\text{must}}) \) with both \( \Delta_{\text{may}} \) and \( \Delta_{\text{must}} \) in \( C \). For instance, mFSM correspond to the standard finite MTS and mPN are modal Petri nets as introduced in [EBHH10]. An example of an mBPP and the resulting MTS are depicted in Figure 2.

For any classes \( C, D \), we define the following decision problem \( mC \leq_m mD \).

**3 Undecidability Results**

In this section, we present all the negative results. As already discussed in Section 1, simulation—and thus refinement—is undecidable already on BPP [Hüt94] and BPA [GH94]. When considering the case where one of the two classes is mFSM, the undecidability holds for mPA [KM99]. Thus we are left with the problems \( m\text{FSM} \leq_m m\text{PDA}, m\text{PDA} \leq_m m\text{FSM} \) and \( m\text{FSM} \leq_m m\text{PN}, m\text{PN} \leq_m m\text{FSM} \). On the one hand, the two former are shown decidable in Section 4 using non-modal methods for simulation of [KM02b]. On the other hand, the non-modal methods for simulation of [JM95] cannot be extended to the latter two problems. In this section, we show that (surprisingly) they are both undecidable and, moreover, even for mBPP.

**Theorem 1.** The problem \( m\text{BPP} \leq_m m\text{FSM} \) is undecidable.

**Proof.** We reduce the undecidable problem of simulation between two BPPs (even normed ones) to the problem \( m\text{BPP} \leq_m m\text{FSM} \).
Let $A, B$ be two BPP processes with underlying PRS $\Delta_A$ and $\Delta_B$; w.l.o.g. $\Delta_A \cap \Delta_B = \emptyset$. We transform them as follows. We rename all actions of the underlying PRS of $B$ from $a$ to $a'$. Let $\text{Act}'$ be the set of these renamed actions and let $\Delta_B'$ be the modification of $\Delta_B$ by renaming the actions. The mBPP is defined as $(\Delta_A \cup \Delta_B', \Delta_B')$, i.e. the transitions of $A$ are just may, the (modified) transitions of $B$ are both must and may.

We then build a finite mPRS as follows. The states are $\{s, u\} \cup \{s_a \mid a \in \text{Act}\}$.

- $s \xrightarrow{a} s_a$ and $s \xrightarrow{a'} u$ for all $a \in \text{Act}$
- $s_a \xrightarrow{a'} s$ for all $a \in \text{Act}$ (with the corresponding may transition)
- $s_a \xrightarrow{x} u$ for all $a \in \text{Act}$ and $x \in \text{Act} \cup \text{Act}'$
- $u \xrightarrow{\text{Act} \cup \text{Act}'}$

Clearly $q \leq_m u$ for any process $q$. The construction is illustrated in Figure 3.

We now show that $A \leq_{\text{sim}} B$ if $A \parallel B \leq_m s$. In the following, $\alpha$ always denotes a process of $\Delta_A$, while $\beta$ denotes a process of $\Delta_B$. Furthermore, we use the notation $\text{LTS}(\Delta_A)$ to denote the LTS induced by $\Delta_A$ (similarly for $\Delta_B$). We use the refinement game argumentation, see [BKLS09].

$\Rightarrow$: Let $R = \{(\alpha \parallel \beta, s) \mid \alpha \leq_{\text{sim}} \beta\}$. We show that $R$ can be extended to be a modal refinement relation. Let $(\alpha \parallel \beta, s) \in R$:  

- If the attacker plays $\alpha \parallel \beta \xrightarrow{a'} \alpha \parallel \beta'$ (where $a' \in \text{Act}'$), the defender can play $s \xrightarrow{a} s_a$ and obviously wins.
- If the attacker plays $\alpha \parallel \beta \xrightarrow{a} \alpha' \parallel \beta$ (where $a \in \text{Act}$), the defender has to play $s \xrightarrow{a} s_a$. There are two possibilities then:
  - if the attacker plays $\alpha' \parallel \beta \xrightarrow{x} \alpha'$, the defender can play $s_a \xrightarrow{x} u$ and obviously wins;
  - if the attacker plays $s_a \xrightarrow{a'} s$, the defender can play $\alpha' \parallel \beta \xrightarrow{a'} \alpha' \parallel \beta'$ where $\beta'$ is a process such that $\beta \xrightarrow{a} \beta'$ in $\text{LTS}(\Delta_B)$ and $\alpha' \leq_{\text{sim}} \beta'$. Such $\beta'$ obviously exists due to $\alpha \leq_{\text{sim}} \beta$. Thus $(\alpha' \parallel \beta', s) \in R$.

$\Leftarrow$: We show that $R := \{(\alpha, \beta) \mid \alpha \parallel \beta \leq_{m} s\}$ is a simulation. Let $(\alpha, \beta) \in R$:

- If $\alpha \xrightarrow{a} \alpha'$ in $\text{LTS}(\Delta_A)$ then $\alpha \parallel \beta \xrightarrow{a} \alpha' \parallel \beta$. This has to be matched by $s \xrightarrow{a} s_a$. Furthermore, $s_a \xrightarrow{a'} s$ has to be matched by $\alpha' \parallel \beta \xrightarrow{a'} \alpha' \parallel \beta'$. This means that $\beta \xrightarrow{a} \beta'$ in $\text{LTS}(\Delta_B)$ and that $(\alpha', \beta') \in R$.

\[ \square \]
Theorem 2. The problem $m\text{FSM} \leq_m m\text{BPP}$ is undecidable.

Proof. We reduce the undecidable problem of simulation between two BPPs to the problem $m\text{FSM} \leq_m m\text{BPP}$. The proof is similar to the previous one. However, as the situation is not entirely symmetric (the requirement that $\Delta_{\text{must}} \subseteq \Delta_{\text{may}}$ introduces asymmetry), we need to modify the construction somewhat.

Let again $A$, $B$ be two BPP processes with underlying PRS $\Delta_A$ and $\Delta_B$: w.l.o.g. $\Delta_A \cap \Delta_B = \emptyset$. We rename all actions of $\Delta_B$ from $a$ to $a'$. Let $\text{Act}'$ be the set of these renamed actions and let $\Delta'_B$ be the modification of $\Delta_B$. We further create a new PRS as follows:

$$\Delta_X = \{ (X, a, Y) \mid a \in \text{Act} \} \cup \{ (Y, x, X) \mid x \in \text{Act} \cup \text{Act}' \}$$

The mBPP is defined as $(\Delta_A \cup \Delta'_B \cup \Delta_X, \Delta_A)$, i.e. the (modified) transitions of $B$ are just may, the transitions of $A$ are both must and may, and the new transitions of $\Delta_X$ are may.

We then build a finite mPRS as follows. The states are $\{s, v\} \cup \{s_a \mid a \in \text{Act} \}$.

- $s \xrightarrow{a} s_a$ for all $a \in \text{Act}$ (with the corresponding may transitions)
- $s_a \xrightarrow{a'} s$ for all $a \in \text{Act}$
- $s_a \xrightarrow{a} v$ for all $a \in \text{Act}$ (with the corresponding may transitions)
- $v \xrightarrow{a} v$ for all $a \in \text{Act}$ (with the corresponding may transitions)

The construction is illustrated in Figure 4.

We now show that $A \leq_{\text{sim}} B$ iff $s \leq_m A \parallel B \parallel X$. As in the previous proof, $\alpha$ denotes a process of $\Delta_A$ while $\beta$ denotes a process of $\Delta_B$.

We first show that $v \leq_{m} \alpha \parallel \beta \parallel V$ for all $V \in \{X, Y\}$ and all processes $\alpha$, $\beta$. Whenever the attacker plays a must transition of $\alpha$, it is matched by $v \xrightarrow{a} v$. Whenever the attacker plays a may transition of $v$, it is matched either by $X \xrightarrow{a} Y$ or by $Y \xrightarrow{a} X$ (both are unaffected).

$\Rightarrow$: Let $R = \{ (s, \alpha \parallel \beta \parallel X) \mid \alpha \leq_{\text{sim}} \beta \}$. We show that $R$ can be extended to be a modal refinement relation. Let $(s, \alpha \parallel \beta \parallel X) \in R$:
– If the attacker plays \( s \xrightarrow{a} s_a \) then the defender can play \( \alpha \parallel \beta \parallel X \xrightarrow{a} \alpha \parallel \beta \parallel Y \). The attacker then has two possibilities:
  • if the attacker plays \( s_a \xrightarrow{a'} s \) then the defender can play \( \alpha \parallel \beta \parallel Y \xrightarrow{a'} \alpha \parallel \beta \parallel X \) and the game is back in \( R \);
  • if the attacker plays \( \alpha \parallel \beta \parallel Y \xrightarrow{a'} \alpha' \parallel \beta \parallel Y \) then the defender can play \( s_a \xrightarrow{a} s \). The attacker then has three possibilities:
    • if the attacker plays \( \alpha' \parallel \beta \parallel X \xrightarrow{b} \alpha' \parallel \beta \parallel X \) then the defender can play \( s_a \xrightarrow{b} v \) and win due to the fact above.
    • if the attacker plays \( s_a \xrightarrow{b} v \) then the defender can play \( \alpha' \parallel \beta \parallel X \xrightarrow{b} \alpha' \parallel \beta \parallel Y \) and win due to the fact above.
    • if the attacker plays \( s_a \xrightarrow{a'} s \) then the defender plays \( \alpha' \parallel \beta \parallel X \xrightarrow{a'} \alpha' \parallel \beta' \parallel X \) where \( \beta' \) is a process such that \( \beta \xrightarrow{a'} \beta' \) in \( \text{LTS}(\Delta_B) \) and \( \alpha' \leq_{\text{sim}} \beta' \). Such process has to exist due to \( \alpha \leq_{\text{sim}} \beta \). Therefore, \( (s, \alpha' \parallel \beta' \parallel X) \in R \).

\[ \iff \] Let \( R = \{ (\alpha, \beta) \mid s \leq_m \alpha \parallel \beta \parallel X \} \). We show that \( R \) is a simulation. Let \( (\alpha, \beta) \in R \).

– If \( \alpha \xrightarrow{a} \alpha' \) then \( \alpha \parallel \beta \parallel X \xrightarrow{a} \alpha' \parallel \beta \parallel X \). This has to be matched by \( s_a \xrightarrow{a} s_a \). Furthermore, \( s_a \xrightarrow{a'} s \) has to be matched by \( \alpha' \parallel \beta \parallel X \xrightarrow{a'} \alpha' \parallel \beta' \parallel X \) (note that neither \( \alpha' \) nor \( X \) can make an \( a' \)-transition). This means that \( \beta \xrightarrow{a} \beta' \) in \( \text{LTS}(\Delta_B) \) and that \( (\alpha', \beta') \in R \).

\[ \square \]

4 Decidability Results

We prove that the problems \( \text{mFSM} \leq_m \text{mPDA} \) and \( \text{mPDA} \leq_m \text{mFSM} \) are decidable and EXPTIME-complete like the corresponding simulation problems.

We modify the result of [KM02b] and show that, in certain classes of mPRS, refinement can be reduced to simulation. The original method introduces two translations, \( A \) and \( D \), that transform two processes \( s \) and \( t \) into \( A(s) \) and \( D(t) \) in such a way that \( s \) and \( t \) are bisimilar iff \( A(s) \leq_{\text{sim}} D(t) \). This approach can be modified in a straightforward way to work with modal refinement instead of bisimulation. The idea of the modification is that the part of the construction that simulates the attacker’s possibility to play on the right-hand side is only done for must transitions. The modified \( A \) and \( D \) translations are then functions from \( \text{MTS} \) to \( \text{LTS} \) such that if we have two \( \text{MTS} \) processes \( s \) and \( t \), it holds that \( s \leq_m t \) iff \( A(s) \leq_{\text{sim}} D(t) \). As these translations are only slightly changed from the original ones, we omit their definition here and refer to [BK12].

The applicability of this method is the same (modulo the modal extension) as the applicability of the original method. Both the \( A \)-translation and the \( D \)-translation preserve the following subclasses of PRS: PDA, BPA, FSM, nPDA,
nBPA and OC. Here, nPDA and nBPA are the normed variants (every process may be rewritten to ε in finite number of steps) of PDA and BPA, respectively. OC is the subclass of one-counter automata, i.e. PDA with only one stack symbol. Furthermore, the A-translation also preserves determinism.

As a direct corollary of the previous remark and the results of [KM02a], we obtain the following.

**Theorem 3.** The problem $mPDA \leq_m mFSM$ is EXPTIME-complete in both ways, even if the $mFSM$ is of a fixed size. The problem $mBPA \leq_m mFSM$ is EXPTIME-complete in both ways, but if the $mFSM$ is of a fixed size, it is PTIME-complete.

### 4.1 Visibly PDA

We have seen that the refinement relation is undecidable between any two infinite classes of the hierarchy depicted in Figure 1. However, there are other subclasses where the refinement is decidable. In this section, we show that the refinement between two modal visibly PDA is decidable.

**Definition 4.** A PDA is a visibly PDA (vPDA) if there is a partitioning $Act = Act_c \uplus Act_r \uplus Act_i$ such that every rule $pX \xrightarrow{a} q\alpha$ satisfies the following:

- if $a \in Act_c$ then $|\alpha| = 2$ (call),
- if $a \in Act_r$ then $|\alpha| = 0$ (return),
- if $a \in Act_i$ then $|\alpha| = 1$ (internal).

The modal extension (mvPDA) is straightforward; its subclass mvBPA can be defined similarly.

In order to prove decidability, we make use of the idea of [Srb06] for showing that simulation between two vPDA is decidable. We modify and simplify the method somehow, as the original method is used to prove decidability of various kinds of equivalences and preorders, while we are only considering the modal refinement.

**Theorem 4.** The problem $mvPDA \leq_m mvPDA$ is decidable.

**Proof.** Let $(\Delta_{may}, \Delta_{must})$ be a mvPDA with a stack alphabet $\Gamma$ and a set of control states $Q$. Let $sA$ and $tB$ be two processes of the mvPDA. Note that for simplicity we consider two processes of a single mvPDA. However, as a disjoint union of two mPRS is a mPRS, this also solves the case of two distinct mvPDA. Our goal is to transform the mvPDA into a PDA with a distinguished process such that this process satisfies certain $\mu$-calculus formula if and only if $sA \leq_m tB$.

We create a PDA $\Delta'$ with actions $Act' = \{att, def\}$, stack alphabet $\Gamma' = G \times G$ where $G = \Gamma \cup (\Gamma \times \Gamma) \cup (\Gamma \times Act) \cup \{\varepsilon\}$, and control states $Q' = Q \times Q$. We write $Y_a$ instead of $(Y, a)$ as an element of $G$.

We use a (stack merging) partial mapping $[X\alpha, Y\beta] = (X, Y)[\alpha, \beta], [\varepsilon, \varepsilon] = \varepsilon$. In the following, we abuse the notation of the rules, as we did in the introduction, and write e.g. $pX \xrightarrow{a} p'\alpha$ instead of $(pX, a, p'\alpha) \in \Delta_{may}$.

The set of rules of $\Delta'$ is as follows:
Whenever \( pX \xrightarrow{\alpha} p' \alpha \) then
- \((p, q)(X, Y) \xrightarrow{\text{att}} (p', q)(\alpha, Y_a)\) for every \( q \in Q \) and \( Y \in \Gamma \)
- \((q, p)(\beta, X_a) \xrightarrow{\text{def}} (q, p')(\beta, \alpha)\) for every \( q \in Q \) and \( \beta \in \Gamma \times \Gamma \cup \{\varepsilon\} \)

Whenever \( pX \xrightarrow{\alpha} p' \alpha \) then
- \((q, p)(Y, X) \xrightarrow{\text{att}} (q, p')(Y_a, \alpha)\) for every \( q \in Q \) and \( Y \in \Gamma \)
- \((p, q)(X_a, \beta) \xrightarrow{\text{def}} (p', q)[\alpha, \beta]\) for every \( q \in Q \) and \( \beta \in \Gamma \times \Gamma \cup \{\varepsilon\} \)

Note that \([\alpha, \beta]\) and \([\beta, \alpha]\) is always well defined as \(|\alpha| = |\beta|\) is guaranteed (the transition that created \( \beta \) has to have the same label as the transition that creates \( \alpha \) – this is guaranteed via \( X_a \)). We conclude by the following claim whose proof can be found in [BK12].

**Claim.** Let \( \varphi \) denote an alternation-free \( \mu \)-calculus formula \( \nu Z. [\text{att}] (\varphi) \). Then \( sA \leq_m tB \) if and only if \( (s, t)(A, B) \models \varphi \)

The following theorem can be proved using complexity bounds for \( \mu \)-calculus model checking, as in [Srb06].

**Theorem 5.** The problem \( \text{mvPDA} \leq_m \text{mvPDA} \) is EXPTIME-complete, the problem \( \text{mvBPA} \leq_m \text{mvBPA} \) is PTIME-complete.

### 4.2 Birefinement

Since the refinement is often undecidable, the same holds for refinement equivalence \((\leq_m \cap \geq_m)\). Nevertheless, one can consider an even stronger relation that is still useful. We define the notion of birefinement as the modification of refinement where we require both conditions of Definition 2 to be satisfied in both directions, similarly as bisimulation can be defined as a symmetric simulation.

**Definition 5 (Birefinement).** A birefinement is a symmetric refinement. We say that \( \alpha \) birefines \( \beta \) \((\alpha \sim_m \beta)\) if there exists a birefinement containing \((\alpha, \beta)\).

This notion then naturally captures the bisimilarity of modal transition systems. Furthermore, the birefinement problem on MTS can be reduced to bisimulation on LTS in the following straightforward way. Let \( (\Delta_{\text{may}}, \Delta_{\text{must}}) \) and \( (\Gamma_{\text{may}}, \Gamma_{\text{must}}) \) be two mPRS over the same action alphabet \( \text{Act} \). We create a new action \( \overline{a} \) for every \( a \in \text{Act} \). We then translate the mPRS into ordinary PRS as follows. Let \( \Delta = \Delta_{\text{may}} \cup \{ (\alpha, \overline{a}, \beta) \mid (\alpha, a, \beta) \in \Delta_{\text{must}} \} \) and similarly for \( \Gamma \). It is then clear that if we take two processes \( \delta \) of \( (\Delta_{\text{may}}, \Delta_{\text{must}}) \) and \( \gamma \) of \( (\Gamma_{\text{may}}, \Gamma_{\text{must}}) \) then the following holds: \( \delta \) birefines \( \gamma \) if and only if \( \delta \) and \( \gamma \) are bisimilar when taken as processes of \( \Delta \) and \( \Gamma \), respectively.

The decidability and complexity of birefinement is thus identical to that of bisimulation in the non-modal case. Therefore, we may apply the powerful result that bisimilarity between any PRS and FSM is decidable [KRS05] to get the following theorem.

**Theorem 6.** Birefinement between an mFSM and any mPRS is decidable.

This is an important result since it allows us to check whether we can replace an infinite MTS with a particular finite one, which in turn may allow for checking further refinements.
Table 1. Summary of the decidability results

<table>
<thead>
<tr>
<th>Decidability</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decidable</td>
<td>mFSM $\leq_m$ mPDA, mvPDA $\leq_m$ mPDA, mFSM $\sim_m$ mPRS</td>
</tr>
<tr>
<td>Undecidable</td>
<td>mFSM $\leq_m$ mBPP, mBPA $\leq_m$ mBPA</td>
</tr>
</tbody>
</table>

5 Conclusions

We have defined a generic framework for infinite-state modal transition systems generated by finite descriptions. We investigated the corresponding notion of modal refinement on important subclasses and determined the decidability border, see Table 1. Although in some classes it is possible to extend the decidability of simulation to decidability of refinement, it is not possible always. We have shown that somewhat surprisingly the parallelism is a great obstacle for deciding the refinement relation. Therefore, the future work will concentrate on identifying conditions leading to decidability. One of the best candidates is imposing determinism, which has a remarkable effect on the complexity of the problem in the finite case [BKLS09] as well as in the only infinite case considered so far, namely modal Petri nets [EBHH10]. Further, we leave the question whether the problem becomes decidable in some cases when the refining system is an implementation open, too. Finally, it remains open to what extent can verification results on finite MTS, such as [BCK11], be extended to infinite-state MTS.
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Summary

As previously advocated, BMTS and PMTS are more convenient and concise modelling frameworks than MTS. Due to conciseness the refinement problems become harder and their theoretical complexity suggests it is infeasible to check them. Therefore, we reduce the problem of modal refinement over BMTS and PMTS to a problem solvable by a QBF solver. We provide promising experimental results showing this solution scales well. Further, we extend the algorithm for thorough refinement on MTS and DMTS to BMTS and PMTS providing better complexity then via translation of these formalisms to DMTS. This also shows, together with results on modal refinement, that we can make use of the more compact representation used in the formalisms of BMTS and PMTS. Since the complexity of the thorough refinement is still too high, we also investigate the relationship between modal and thorough refinement on BMTS and PMTS and introduce approximation methods for the thorough refinement on BMTS and PMTS through the modal refinement.
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On Refinements of Boolean and Parametric Modal Transition Systems
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Abstract. We consider the extensions of modal transition systems (MTS), namely Boolean MTS and parametric MTS and we investigate the refinement problems over both classes. Firstly, we reduce the problem of modal refinement over both classes to a problem solvable by a QBF solver and provide experimental results showing our technique scales well. Secondly, we extend the algorithm for thorough refinement of MTS providing better complexity than via reductions to previously studied problems. Finally, we investigate the relationship between modal and thorough refinement on the two classes and show how the thorough refinement can be approximated by the modal refinement.

1 Introduction

Due to the ever increasing complexity of software systems and their re-use, component-based design and verification have become crucial. Therefore, having a specification formalism that supports component-based development and stepwise refinement is very useful. In such a framework, one can start from an initial specification, proceed with a series of small and successive refinements until eventually a specification is reached from which an implementation can be extracted directly. In each refinement step, we can replace a single component of the current specification with a more concrete/implementable one. The correctness of such a step should follow from the correctness of the refinement of the replaced component, so that the methodology supports compositional verification.

Modal transition systems (MTS) were introduced by Larsen and Thomsen [LT88] in order to obtain an operational, yet expressive and manageable specification formalism meeting the above properties. Their success resides in natural combination of two features. Firstly, the simplicity of labelled transition systems, which have proved appropriate for behavioural description of systems as well as their compositions; MTS as their extension inherit this appropriateness. Secondly, as opposed to e.g. temporal logic specifications, MTS can be easily gradually refined into implementations while preserving the desired behavioural

\textsuperscript{*} The author is partially supported by the Czech Science Foundation, project No. P202/10/1469
\textsuperscript{**} The author is partially funded by the DFG project “Polynomial Systems on Semirings: Foundations, Algorithms, Applications”
properties. In this work, we focus on checking the refinement between MTS and also their recent extensions.

The formalism of MTS has proven to be useful in practice. Industrial applications are as old as [Bru97] where MTS have found use for an air-traffic system at Heathrow airport. Besides, MTS are advocated as an appropriate base for interface theories in [RBB+09] and for product line theories in [Nym08]. Further, MTS based software engineering methodology for design via merging partial descriptions of behaviour has been established in [UC04]. Moreover, the tool support is quite extensive, e.g. [BLS95,DFFU07,BML11,BCK11].

MTS consist of a set of states and two transition relations. The must transitions prescribe which behaviour has to be present in every refinement of the system; the may transitions describe the behaviour that is allowed, but need not be realized in the refinements. This allows for underspecification of non-critical behaviour in the early stage of design, focusing on the main properties, verifying them and sorting out the details of the yet unimplemented non-critical behaviour later.

Over the years, many extensions of MTS have been proposed. While MTS can only specify whether or not a particular transition is required, some extensions equip MTS with more general abilities to describe what combinations of transitions are possible. Disjunctive MTS (DMTS) [LX90] can specify that at least one of a given set of transitions is present. One selecting MTS [FS08] allow to choose exactly one of them. Boolean MTS (BMTS) [BKL+11] cover all Boolean combinations of transitions. The same holds for acceptance automata [Rac07] and Boolean formulæ with states [BDF+], which both express the requirement by listing all possible sets instead of a Boolean formula. Parametric MTS (PMTS) [BKL+11] add parameters on top of it, so that we can also express persistent choices of transitions and relate possible choices in different parts of a system. This way, one can model hardware dependencies of transitions and systems with prices [BKL+12].

Our contribution In this paper, we investigate extensions of MTS with respect to two notions of refinement. The modal refinement is a syntactically defined notion extending on the one hand bisimulation and on the other hand simulation. Similarly to bisimulation having a counterpart in trace equivalence, here the counterpart of modal refinement is the thorough refinement. It is the corresponding semantically defined notion relating (by inclusion) the sets of implementations of the specifications.

We focus both on theoretical and practical complexity of the refinement problems. While modal refinement on MTS and disjunctive MTS can be decided in polynomial time, on BMTS and PMTS it is higher in the polynomial hierarchy ($\Pi_2$ and $\Pi_4$, respectively). The huge success of SAT and also QBF solvers inspired us to reduce these refinement problems to problems solvable by a QBF solver. We have also performed experiments showing that this solution scales well in the size of the system as well as in the number of parameters, while a direct naive solution is infeasible.
Furthermore, we extend the decision algorithm for thorough refinement checking over MTS [BKLS12] and DMTS [BČK10] to the setting of BMTS and PMTS. We show how PMTS can be translated to BMTS and BMTS can then be transformed to DMTS. As we can decide the problem on DMTS in EXPTIME, this shows decidability for BMTS and PMTS, but each of the translations is inevitably exponential. However, we show better upper bounds than doubly and triply exponential. To this end, we give also a direct algorithm for showing the problem is in NEXPTIME for BMTS and 2-EXPTIME for PMTS.

Since the thorough refinement is EXPTIME-hard for already MTS, it is harder than the modal refinement, which is in P for DMTS and in \( \Pi_4 \) for PMTS. Therefore, we also investigate how the thorough refinement can be approximated by the modal refinement. While underapproximation is easy, as modal refinement implies thorough refinement, overapproximation is more difficult. Here we extend our method of the deterministic hull for MTS [BKLS09] to both BMTS and PMTS. We prove that for BMTS modal and thorough refinements coincide if the refined system is deterministic, which then yields an overapproximation via the deterministic hull. Finally, in the case with PMTS, we need to overapproximate the behaviour dependent on the parameters, because the coincidence of the refinements on deterministic systems fails for PMTS.

Our contribution can be summarized as follows:

- We reduce the problem of modal refinement over BMTS and PMTS to a problem solvable by a QBF solver. We provide promising experimental results showing this solution scales well.
- We extend the algorithm for thorough refinement on MTS and DMTS to BMTS and PMTS providing better complexity then via translation of these formalisms to DMTS. This also shows (together with results on modal refinement) that we can make use of the more compact representation used in the formalisms of BMTS and PMTS.
- We investigate the relationship between modal and thorough refinement on BMTS and PMTS. We introduce approximation methods for the thorough refinement on BMTS and PMTS through the modal refinement.

**Related work** There are various other approaches to deal with component refinements. They range from subtyping [LW94] over Java modelling language [JP01] to interface theories close to MTS such as interface automata [dAH01]. Similarly to MTS, interface automata are behavioural interfaces for components. However, their composition works very differently. Furthermore, its notion of refinement is based on alternating simulation [AHKV98], which has been proved strictly less expressive than MTS refinement—actually coinciding on a subclass of MTS—in the paper [LNW07], which combines MTS and interface automata based on I/O automata [Lyn88]. The compositionality of this combination is further investigated in [RBB+11].

Further, alternatively to the design of correct software where an abstract verified MTS is transformed into a concrete implementation, one can consider checking correctness of software through *abstracting* a concrete implementation.
into a coarser system. The use of MTS as abstractions has been advocated e.g. in [GHJ01]. While usually overapproximations (or underapproximations) of systems are constructed and thus only purely universal (or existential) properties can be checked, [GHJ01] shows that using MTS one can check mixed formulae (arbitrarily combining universal and existential properties) and, moreover, at the same cost as checking universal properties using traditional conservative abstractions. This advantage has been investigated also in the context of systems equivalent or closely related to MTS [HJS01,DGG97,Nam03,DN04,CGLT09,GNRT10].

MTS can also be viewed as a fragment of mu-calculus that is “graphically representable” [BL90,BDF+]. The graphical representability of a variant of alternating simulation called covariant-contravariant simulation has been recently studied in [AFdFE+11].

Outline of the paper In Section 2, we recall the formalism of MTS and the extensions discussed and in Section 3 the modal refinement problem is restated. We then reduce it to a QBF problem in Section 4. In Section 5, we give a solution to the thorough refinement problems. Section 6 investigates the relationship of the two refinements and how modal refinement can approximate the thorough refinement. We conclude in Section 7.

2 Modal Transition Systems and Boolean and Parametric Extensions

In this section, we introduce the studied formalisms of modal transition systems and their Boolean and parametric extensions. We first recall the standard definition of MTS:

Definition 2.1. A modal transition system (MTS) over an action alphabet $\Sigma$ is a triple $(S, \rightarrow, \rightarrow)$, where $S$ is a set of states and $\rightarrow \subseteq \rightarrow \subseteq S \times \Sigma \times S$ are must and may transition relations, respectively.

The MTS are often drawn as follows. Unbroken arrows denote the must (and underlying may) transitions while dashed arrows denote may transitions where there is no must transition.

Example 2.2. The MTS on the right is adapted from [BKL+11] and models commonly used types of traffic lights. In state green on the left there is a must transition under ready to state yellow from which there is must transition to red. Here transitions to yellowRed and back to green are may transition. Intuitively, this means that any final implementation may have either one, both or none of the transitions. In contrast, the must transitions are present in all implementations.

Note that using MTS, we cannot express the set of implementations with exactly one of the transitions in
For that, we can use Boolean MTS \cite{BKL+11} instead, which can express not only arbitrary conjunctions and disjunctions, but also negations and thus also exclusive-or. However, in Boolean MTS it may still happen that an implementation alternates transitions to green and yellowRed between two traffic lights cycles. To make sure the choice will remain the same in the whole implementation, parametric MTS have been introduced \cite{BKL+11} extending the Boolean MTS.

Before we define the most general class - the parametric MTS - and derive other classes as special cases, we first recall the standard propositional logic. A Boolean formula over a set \( X \) of atomic propositions is given by the following abstract syntax

\[
\varphi ::= \top \mid x \mid \neg \varphi \mid \varphi \land \psi \mid \varphi \lor \psi
\]

where \( x \) ranges over \( X \). The set of all Boolean formulae over the set \( X \) is denoted by \( \mathcal{B}(X) \). Let \( \nu \subseteq X \) be a valuation, i.e. a set of variables with value true, then the satisfaction relation \( \nu \models \varphi \) is given by \( \nu \models \top \), \( \nu \models x \) iff \( x \in \nu \), and the satisfaction of the remaining Boolean connectives is defined in the standard way. We also use the standard derived operators like exclusive-or \( \varphi \oplus \psi := (\varphi \land \neg \psi) \lor (\neg \varphi \land \psi) \), implication \( \varphi \Rightarrow \psi := \neg \varphi \lor \psi \) and equivalence \( \varphi \iff \psi := (\neg \varphi \lor \psi) \land (\varphi \lor \neg \psi) \).

We can now proceed with the definition of parametric MTS. In essence, it is a labelled transition system, in which we can specify which transitions can be present depending on values of some fixed parameters.

**Definition 2.3.** A parametric modal transition system (PMTS) over an action alphabet \( \Sigma \) is a tuple \((S, T, P, \Phi)\) where

- \( S \) is a set of states,
- \( T \subseteq S \times \Sigma \times S \) is a transition relation,
- \( P \) is a finite set of parameters, and
- \( \Phi : S \to \mathcal{B}((\Sigma \times S) \cup P) \) is an obligation function over the outgoing transitions and parameters. We assume that whenever \((a, t)\) occurs in \( \Phi(s) \) then \((s, a, t) \in T\).

A Boolean modal transition system (BMTS) is a PMTS with the set of parameters \( P \) being empty. A disjunctive MTS (DMTS) is a BMTS with the obligation function in conjunctive normal form and using no negation. An implementation (or labelled transition system) is a BMTS with \( \Phi(s) = \bigwedge_{(s,a,t) \in T} (a,t) \) for each \( s \in S \).

An MTS is then a BMTS with \( \Phi(s) \) being a conjunction of positive literals (some of the outgoing transitions), for each \( s \in S \). More precisely, \( -\rightarrow \) is the same as \( T \), and \((s, a, t) \in -\rightarrow \) if and only if \((a, t)\) is one of the conjuncts of \( \Phi(s) \).

**Example 2.4.** A PMTS which captures the traffic lights used in Europe for cars and pedestrians is depicted below. Depending on the valuation of parameter reqYellow, we either always use the yellow light between the red and green lights, or we never do. The transition relation is depicted using unbroken arrows.
3 Modal Refinement

A fundamental advantage of MTS-based formalisms is the presence of modal refinement that allows for a step-wise system design (see e.g. [AHL+08]). We start with the standard definition of modal refinement for MTS and then discuss extensions to BMTS and PMTS.

Definition 3.1 (MTS Modal Refinement). For states $s_0$ and $t_0$ of MTS $(S_1, \rightarrow_1, \rightarrow_1)$ and $(S_2, \rightarrow_2, \rightarrow_2)$, respectively, we say that $s_0$ modally refines $t_0$, written $s_0 \leq_m t_0$, if $(s_0, t_0)$ is contained in a relation $R \subseteq S_1 \times S_2$ satisfying for every $(s, t) \in R$ and every $a \in \Sigma$:

1. if $s \xrightarrow{a_1} s'$ then there is a transition $t \xrightarrow{a_2} t'$ with $(s', t') \in R$, and
2. if $t \xrightarrow{a_2} t'$ then there is a transition $s \xrightarrow{a_1} s'$ with $(s', t') \in R$.

Intuitively, $s \leq_m t$ iff whatever $s$ can do is allowed by $t$ and whatever $t$ requires can be done by $s$. Thus $s$ is a refinement of $t$, or $t$ is an abstraction of $s$. Furthermore, an implementation of $s$ is a state $i$ of an implementation (labelled transition system) with $i \leq_m s$.

In [BKL+11], the modal refinement has been extended to PMTS (and thus BMTS) so that it coincides with the standard definition in the MTS case. We first recall the definition for BMTS. To this end, we set the following notation. Let $(S, T, P, \Phi)$ be a PMTS and $\nu \subseteq P$ be a valuation. For $s \in S$, we write $T(s) = \{(a, t) \mid (s, a, t) \in T\}$ and denote by

$$\text{Tran}_\nu(s) = \{E \subseteq T(s) \mid E \cup \nu \models \Phi(s)\}$$

the set of all admissible sets of transitions from $s$ under the fixed truth values of the parameters. In the case of BMTS, we often write Tran instead of Tran$_\emptyset$.

Definition 3.2 (BMTS Modal Refinement). For states $s_0$ and $t_0$ of BMTS $(S_1, T_1, \emptyset, \Phi_1)$ and $(S_2, T_2, \emptyset, \Phi_2)$, respectively, we say that $s_0$ modally refines $t_0$, written $s_0 \leq_m t_0$, if $(s_0, t_0)$ is contained in a relation $R \subseteq S_1 \times S_2$ satisfying for every $(s, t) \in R$:

$$\forall M \in \text{Tran}(s) : \exists N \in \text{Tran}(t) : \forall (a, s') \in M : \exists (a, t') \in N : (s', t') \in R \land \forall (a, t') \in N : \exists (a, s') \in M : (s', t') \in R.$$
**Example 3.4.** Consider the rightmost PMTS below. It has two parameters, namely the refinement on an example of the system only has the two implementations on the left. Green as discussed in the previous example. Up to bisimilarity, the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all the same value.

**Definition 3.3 (PMTS Modal Refinement).** For states $s_0$ and $t_0$ of PMTS $(S_1, T_1, P_1, \Phi_1)$ and $(S_2, T_2, P_2, \Phi_2)$, we say that $s_0$ modally refines $t_0$, written $s_0 \leq_m t_0$, if for every $\mu \subseteq P_1$ there exists $\nu \subseteq P_2$ such that $s_0^\nu \leq_m t_0$.

Before we comment on the difference to the original definition, we illustrate the refinement on an example of $[BKL+11]$ where both definitions coincide.

**Example 3.4.** Consider the rightmost PMTS below. It has two parameters, namely $reqYfromG$ and $reqYfromR$ whose values can be set independently and it can be refined by the system in the middle of the figure having only one parameter $reqYellow$. This single parameter simply binds the two original parameters to the same value. The PMTS in the middle can be further refined into the implementations where either yellow is always used in both cases, or never at all as discussed in the previous example. Up to bisimilarity, the green state of this system only has the two implementations on the left.
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The original version of $[BKL+11]$ requires for $s_0 \leq_m t_0$ to hold that there be a fixed $R \subseteq S_1 \times S_2$ such that for every $\mu \subseteq P_1$ there exists $\nu \subseteq P_2$ satisfying for each $(s, t) \in R$

$$\forall M \in Tran_\mu(s) : \exists N \in Tran_\nu(t) : \forall (a, s') \in M : \exists (a, t') \in N : (s', t') \in R \quad \land \quad \forall (a, t') \in N : \exists (a, s') \in M : (s', t') \in R.$$
Clearly, the original definition is stronger: For any two PMTS states, if $s_0 \leq_m t_0$ holds according to [BKL+11] it also holds according to Definition 3.3. Indeed, the relation for any sets of parameters can be chosen to be the fixed relation $R$. On the other hand, the opposite does not hold.

Example 3.5. Consider the PMTS on the left with parameter set $\{p\}$ and obligation $\Phi(s_0) = (a, s_1) \iff p$, $\Phi(s_2) = \texttt{tt}$ and the PMTS on the right with parameter set $\{q\}$ and obligation $\Phi(t_0) = ((a, t_1) \iff q) \land ((a, t'_1) \iff \neg q)$, $\Phi(t_1) = (a, t_2)$, $\Phi(t_2) = \Phi(t'_2) = \texttt{tt}$. On the one hand, according to our definition $s_0 \leq_m t_0$, we intuitively agree this should be the case (and note they also have the same set of implementations). On the other hand, the original definition does not allow to conclude modal refinement between $s_0$ and $t_0$. The reason is that depending on the value of $p$, $s_1$ is put in the relation either with $t_1$ (for $p$ being true and thus choosing $q$ true, too) or with $t'_1$ (for $p$ being false and thus choosing $q$ false, too). In contrast to the original definition, our definition allows us to pick different relations for different parameter valuations.

We propose our modification of the definition since it is more intuitive and for all considered fragments of PMTS has the same complexity as the original one. Note that both definitions coincide on BMTS. Further, on MTS they coincide with Definition 3.1 and on labelled transition systems with bisimulation.

4 Modal Refinement Checking

In this section, we show how to solve the modal refinement problem on BMTS and PMTS using QBF solvers. Although modal refinement is $\Pi_2$-complete (the second level of the polynomial hierarchy) on BMTS and $\Pi_4$-complete on PMTS (see [BKL+11]), this way we obtain a solution method that is practically fast. We have implemented the approach and document its scalability with experimental results.

As mentioned, in order to decide whether modal refinement holds between two states, a reduction to a quantified boolean formula will be used. First, we recall the QBF decision problems.

Definition 4.1 ($QBF_n^Q$). Let $Ap$ be a set of atomic propositions, which is partitioned into $n$ sets with $Ap = \bigcup_{i=0}^{n} X_i$, and $\phi \in \mathcal{B}(Ap)$ a boolean formula over this set of atomic propositions. Let $Q \in \{\forall, \exists\}$ be a quantifier and $\overline{\cdot} : \{\forall \mapsto \exists, \exists \mapsto \forall\}$ a function. Then a formula

$$QX_1\overline{Q}X_2QX_3\ldots QX_n\phi$$

with $\overline{Q} = \begin{cases} Q & \text{if } n \text{ is odd} \\ \overline{Q} & \text{if } n \text{ is even} \end{cases}$

is an instance of $QBF_n^Q$ if it is satisfiable.
Satisfiability means that e.g. $Q = \exists$ there is some partial valuation for the atomic propositions in $X_1$, such that for all partial valuations for the elements of $X_2$, there is another partial valuation for the propositions of $X_3$ and so on up to $X_n$, such that $\phi$ is satisfied by the union of all partial valuations. It is well known that these problems are complete for the polynomial hierarchy: For each $i \geq 1$, $QBF_i^\exists$ is $\Sigma_i$-complete and $QBF_i^\forall$ is $\Pi_i$-complete.

4.1 Construction for BMTS

Due to the completeness of QBF problems and the results of [BKL+11], it is possible to polynomially reduce modal refinement on BMTS to $QBF_2^\forall$. However, we would then have to perform a fixpoint computation to compute the refinement relation causing numerous invocations of the external QBF solver. Additionally this approach is not applicable in the PMTS case, hence we reduce modal refinement to $QBF_3^\exists$.

Let $s \in S_1$ and $t \in S_2$ be processes of two arbitrary BMTSs $M_1 = (S_1, T_1, \emptyset, \Phi_1)$ and $M_2 = (S_2, T_2, \emptyset, \Phi_2)$. Furthermore let

$$Ap = \bigcup_{(u,v) \in X_R} T_1 \cup \bigcup_{(u,v) \in X_{T1}} S_1 \times T_2 \cup \bigcup_{(u,v) \in X_{T2}} S_1 \times T_2$$

be a set of atomic propositions. The intended meaning is that $(u,v) \in X_R$ is assigned $tt$ if and only if it is also contained in the modal refinement relation $R$. Further, $X_{T1}$ and $X_{T2}$ are used to talk about the transitions. The prefix $S_1$ is attached to the set $T_2$ because $N \in Tran(t)$ with $t \in S_2$ must be chosen independently for different states of $S_1$. This enables us to move the $\exists$ quantification.

We now construct a formula $\Psi_{s,t} \in B(Ap)$ satisfying

$$s \leq_m t \quad \text{iff} \quad \exists X_R \forall X_{T1} \exists X_{T2} \Psi_{s,t} \in QBF_3^\exists$$

To this end, we shall use a macro $\psi_{u,v}$ capturing the condition which has to be satisfied by any element $(u,v) \in R$. Furthermore, we ensure that $(s,t)$ is assigned $tt$ by every satisfying assignment for the formula by placing it directly in the conjunction:

$$\Psi_{s,t} = (s,t) \land \bigwedge_{(u,v) \in X_R} ((u,v) \Rightarrow \psi_{u,v})$$

It remains to define the macro $\psi_{u,v}$. We start with the modal refinement condition as a blueprint:

$$\forall M \in Tran(u) : \exists N \in Tran(v) : \forall (a, u') \in M : \exists (a, v') \in N : (u', v') \in R \land \\
\forall (a, v') \in N : \exists (a, u') \in M : (u', v') \in R.$$

As $M$ and $N$ are subsets of $T_1(u)$ and $T_2(v)$, respectively, and are finite, the inner quantifiers can be expanded causing only a polynomial growth of the formula size (see [KS13]). Further, Tran sets are replaced by the original definition.
and the outer quantifiers are moved in front of $\Psi_{s,t}$. As the state obligations are defined over a different set of atomic propositions $(\Phi(v) \in B((\Sigma \times S) \cup P) \not\subseteq B(Ap))$, a family of mapping functions $\pi_p$ is introduced.

$$\pi_p : B(\Sigma \times S) \rightarrow B(Ap)$$

$$tt \mapsto tt$$

$$(a, x) \mapsto (p, a, x) \text{ with } a \in \Sigma, x \in S$$

$$\neg \varphi \mapsto \neg \pi_p(\varphi)$$

$$\varphi_1 \land \varphi_2 \mapsto \pi_p(\varphi_1) \land \pi_p(\varphi_2)$$

$$\varphi_1 \lor \varphi_2 \mapsto \pi_p(\varphi_1) \lor \pi_p(\varphi_2)$$

Applying these steps to the blueprint yields the following result:

$$\psi_{u,v} = \pi_u(\Phi_1(u)) \Rightarrow \pi_{u,v}(\Phi_2(v)) \land \varphi_{u,v}$$

$$\varphi_{u,v} = \bigwedge_{u^* \in X_{T_1}} (u^* \Rightarrow \bigvee_{v^* \in X_{T_2}} (u^* \land (u', v')))$$

$$\land \bigwedge_{v^* \in X_{T_2}} (v^* \Rightarrow \bigvee_{u^* \in X_{T_1}} (u^* \land (u', v')))$$

$$\land \bigwedge_{u^* \in X_{T_1}} (u^* \Rightarrow \bigvee_{v^* \in X_{T_2}} (v^* \land (u', v')))$$

$$\land \bigwedge_{v^* \in X_{T_2}} (v^* \Rightarrow \bigvee_{u^* \in X_{T_1}} (u^* \land (u', v')))$$

Theorem 4.2. For states $s, t$ of a BMTS, we have

$$s \leq_m t \iff \exists X_R \forall X_{T_1} \exists X_{T_2} \Psi_{s,t} \in QBF_3^2$$

Due to space constraints, the technical proof can be found in [KS13].

4.2 Construction for PMTS

We now reduce the modal refinement on PMTS to $QBF_{4}^{\forall}$, which now corresponds directly to the complexity established in [BKL+11]. Nevertheless, due to the first existential quantification in $\forall \exists \forall \exists$ alternation sequence, we can still guess the refinement relation using the QBF solver rather than compute the lengthy fixpoint computation.

In the PMTS case, we have to find for all parameter valuations for the system of $s$ a valuation for the system of $t$, such that there exists a modal refinement relation containing $(s, t)$. We simply choose universally a valuation for the parameters of the left system (the underlying system of $s$) and then existentially for the right system (the underlying system of $t$). Prior to checking modal refinement, the valuations are fixed, so the PMTS becomes a BMTS. This is accomplished by extending $Ap$ with $P_1$ and $P_2$ and adding the necessary quantifiers to the formula. Thus we obtain the following:

Theorem 4.3. For states $s, t$ of a PMTS, we have

$$s \leq_m t \iff \forall P_1 \exists P_2 \exists X_R \forall X_{T_1} \exists X_{T_2} \Psi_{s,t} \in QBF_4^{\forall}$$
4.3 Experimental Results

We now show how our method performs in practice. We implemented the reduction and linked it to the QBF solver Quantor. In order to evaluate whether our solution scales, we generate random samples of MTS, disjunctive MTS, Boolean MTS and parametric MTS with different numbers of parameters (as displayed in tables below in parenthesis). For each type of system and the number of reachable states (25 to 200 as displayed in columns), we generate several pairs of systems and compute the average time to check modal refinement between them. While the systems in Table 1 are generated independently, the refining systems in Table 2 are refinements of the abstract systems.

We show several sets of experiments. In Table 1, we consider (1) systems with alphabet of size 2 and all states with branching degree 2, and (2) systems with alphabet of size 10 and all states with branching degree 10. Further, in Table 2, we consider systems with alphabet of size 2 and all states with branching degree 5. Here we first consider the systems as above, i.e. with edges generated randomly so that they create a tree and with some additional “noise” edges thus making the branching degree constant. Second, we consider systems where we have different “clusters”, each of which is interconnected with many edges. Each of these clusters has a couple of “interface” states, which are used to connect to other clusters. We use this class of systems to model system descriptions with more organic structure.

The entries in the tables are average running times in seconds. The standard deviation in our experiments was around 30-60%. The experiments were run on an Intel Core 2 Duo CPU P9600 2.66GHz with 3.8 GB RAM using Java 1.7. For more details, see [KS13].

Table 1. Experimental results: systems over alphabet of size 2 with branching degree 2 in the upper part, and systems over alphabet of size 10 with branching degree 10 in the lower part.
Table 2. Experimental results: systems over alphabet of size 2 with branching degree 5; systems with random structure in the upper part, and systems with organic structure in the lower part; the refining system is identical to the abstract system, besides a stronger obligation.

<table>
<thead>
<tr>
<th></th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
<th>125</th>
<th>150</th>
<th>175</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMTS</td>
<td>0.32</td>
<td>1.57</td>
<td>3.46</td>
<td>7.18</td>
<td>10.24</td>
<td>15.18</td>
<td>20.6</td>
<td>27.05</td>
</tr>
<tr>
<td>PMTS(1)</td>
<td>0.34</td>
<td>1.57</td>
<td>3.21</td>
<td>8.25</td>
<td>12.46</td>
<td>19.88</td>
<td>24.53</td>
<td>31.01</td>
</tr>
<tr>
<td>PMTS(5)</td>
<td>0.33</td>
<td>1.65</td>
<td>4.48</td>
<td>8.21</td>
<td>13.14</td>
<td>21.50</td>
<td>20.55</td>
<td>25.82</td>
</tr>
</tbody>
</table>

A more serious problem stems from our use of Java. With sizes around 200, the running times often get considerably longer, as the automatic memory management takes its toll. However, this problem should diminish in a garbage-collection-free setting.

5 Thorough Refinement Checking

While modal refinement has been defined syntactically, there is also a corresponding notion defined semantically. The semantics of a state $s$ of a PMTS is the set of its implementations $\llbracket s \rrbracket := \{ i \mid i$ is an implementation and $i \leq m s \}$.

Definition 5.1 (Thorough Refinement). For states $s_0$ and $t_0$ of PMTS, we say that $s_0$ thoroughly refines $t_0$, written $s_0 \preceq t_0$, if $\llbracket s_0 \rrbracket \subseteq \llbracket t_0 \rrbracket$.

5.1 Transforming PMTS to BMTS and DMTS

The thorough refinement problem is EXPTIME-complete for MTS [BKLS12] and also for DMTS [BČK11] (for proof, see [BČK10]). First, we show how to transform PMTS to BMTS and DMTS and thus reduce our problems to the already solved one.

For a PMTS, we define a system where we can use any valuation of the parameters:
Definition 5.2. For a PMTS $\mathcal{M} = (S, T, P, \Phi)$ with initial state $s_0$, we define a BMTS called de-parameterization $\mathcal{M}^B = ((s_0^B) \cup S \times 2^P, T', \emptyset, \Phi')$ with initial state $s_0^B$ and

- $T' = \{(s_0^B, a, (s, \nu)) \mid (s_0, a, s) \in T, \nu \subseteq P\} \cup \{(s, \nu), a, (s', \nu) \mid (s, a, s') \in T\},$
- $\Phi'(s_0^B) = \bigoplus_{\nu \subseteq P} \Phi((s_0, a, \nu))$ for $p \in \nu, \text{ff} / p$ for $p \notin \nu, (s, \nu) / s$,
- $\Phi'((s, \nu)) = \Phi((s_0, a, \nu))$ for $p \in \nu, \text{ff} / p$ for $p \notin \nu, (s, \nu) / s$.

The de-parameterization is a BMTS having exactly all the implementations of the PMTS and only one (trivial) valuation.

Proposition 5.3. Let $s_0$ be a PMTS state. Then $\ltwoset{s_0} = \ltwoset{s_0^B}$ and $s_0 \leq_m s_0^B$.

Proof. For any parameter valuation $\nu$ we match it with $\emptyset$ and the modal refinement is achieved in the copy with $\nu$ fixed in the second component. Clearly, any implementation of $s_0^B$ corresponds to a particular parameter valuation and thus also to an implementation of $s_0$. \qed

Remark 5.4. The price we have to pay is a blowup exponential in $|P|$. This is, however, inevitable. Indeed, consider a PMTS $\langle \{s_0, s_1, s_2\}, \{(s_0, p, s_1), (s_1, p, s_2) \mid p \in P\} \rangle, P, \{s_0, s_1 \mapsto \bigwedge_{p \in P} (p, s) \equiv p, s_2 \mapsto \text{tt} \rangle$. Then in every equivalent BMTS we need to remember the transitions of the first step so that we can repeat exactly these in the following step. Since there are exponentially many possibilities, the result follows.

Further, similarly to Boolean formulae with states in $[BDF^+]$, we can transform every BMTS to a DMTS.

Definition 5.5. For a BMTS $\mathcal{M} = (S, T, \emptyset, \Phi)$ with initial state $s_0$, we define a DMTS called de-negation $\mathcal{M}^D = (S', T', \emptyset, \Phi')$

- $S' = \{M \in \text{Tran}(s) \mid s \in S\},$
- $\Phi'(M) = \bigwedge_{(a, M') \in M} \bigvee_{M' \in \text{Tran}(s')}(a, M'),$

and $T'$ minimal such that for each $M \in S'$ and each occurrence of $(a, M')$ in $\Phi(M)$, we have $(M, a, M') \in T'$.

However, this DMTS needs to have more initial states in order to be equivalent to the original BMTS:

Lemma 5.6. For a state $s_0$ of a BMTS, $\ltwoset{s_0} = \bigcup_{M \in \text{Tran}(s_0)} \ltwoset{M}$ (where $M$ are taken as states of the de-negation).

Note that both transformations are exponential. The first one in $|P|$ and the second one in the branching degree. Therefore, their composition is still only singly exponential, yielding a state space where each state has two components: a valuation of original parameters and $\text{Tran}$ of the original state under this valuation.
Theorem 5.7. Thorough refinement on PMTS is in 2-EXPTIME.

Proof. Recall that thorough refinement on DMTS is in EXPTIME. Further, note that we have reduced the PMTS and BMTS thorough refinement problems to the one on DMTS with more initial states. However, this does not pose a problem. Indeed, let $s_0$ and $t_0$ be states of a BMTS. We want to check whether $s_0 \leq t_0$. According to [BˇCK10] where DMTS only have one initial state, we only need to check whether for each $M \in \text{Tran}(s_0)$ we have $(M, \text{Tran}(t_0)) \notin \text{Avoid}$ (defined in [BˇCK10]), which can clearly still be done in exponential time. □

5.2 Direct algorithm

We now extend the approach for MTS and DMTS to the BMTS case. Before proceeding, one needs to prune all inconsistent states, i.e. those with unsatisfiable obligation. This is standard and the details can be found in [KS13].

We define a set $\text{Avoid}$, which contains pairs consisting of one process and one set of processes. A pair is contained in the relation if there exists an implementation refining the single process, but none of the other processes. This approach is very similar to [BKLS12], but the rules for generating $\text{Avoid}$ are much more complex.

Definition 5.8. (Avoid) Let $(S, T, \emptyset, \Phi)$ be a globally consistent BMTS over the action alphabet $\Sigma$. The set of avoiding states of the form $(s, T)$, where $s \in S$ and $T \subseteq S$, is the smallest set $\text{Avoid}$ such that $(s, T) \in \text{Avoid}$ whenever $T = \emptyset$ or there exists an admissible set of transitions $M \in \text{Tran}(s)$ and sets $\text{later}_{a, u, f} \subseteq S$ for every $a \in \Sigma$, $u \in S$, $f \in \bigcup_{t \in T} \text{Tran}(t)$ such that

$$\forall t \in T : \forall N_t \in \text{Tran}(t) : \exists a \in \Sigma :$$

$$\exists t_a \in N_t(a) : \forall s_a \in M(a) : \forall f \in \bigcup_{t \in T} \text{Tran}(t) : t_a \in \text{later}_{a, s_a, f}$$

$$\lor \exists s_a \in M(a) : \forall t_a \in N_t(a) : t_a \in \text{later}_{a, s_a, N_t}$$

and

$$\forall f \in \bigcup_{t \in T} \text{Tran}(t) : \forall (a, s_a) \in M : (s_a, \text{later}_{a, s_a, f}) \in \text{Avoid}$$

hold.

Lemma 5.9. Given processes $s, t_1, t_2, \ldots, t_n$ of some finite, global-consistent BMTS, there exists an implementation $I$ such that $I \leq_m s$ and $I \not\leq_m t_i$ for all $i \in [1, n]$ if $(s, \{t_1, t_2, \ldots, t_n\}) \in \text{Avoid}$.

Theorem 5.10. Thorough refinement checking on BMTS is in NEXPTIME.

Proof. For deciding $s \leq_t t$ the $\text{Avoid}$ relation has to be computed, whose size grows exponentially with the size of the underlying system. Moreover, in each step of adding a new element is added to $\text{Avoid}$, the sets $\text{later}_{a, s_a, f}$ need to be guessed. □
6 Thorough vs. Modal Refinement

In this section, we discuss the relationship of the two refinements. This missing proofs can be found in [KS13]. Firstly, the modal refinement is a sound approximation to the thorough refinement.

**Proposition 6.1.** Let $s_0$ and $t_0$ be states of PMTS. If $s_0 \leq_m t_0$ then $s_0 \leq_t t_0$.

**Proof.** For any $i \in [s_0]$, we have $i \leq_m s_0$ and due to transitivity of $\leq_m$, $i \leq_m s_0 \leq_m t_0$ implies $i \leq_m t_0$, hence $i \in [t_0]$.

The converse does not hold even for MTS as shown in the following classical example ([BKLS09]) where $s_0 \leq_t t_0$, but $s_0 \not\leq_m t_0$.
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However, provided the refined MTS is deterministic, the approximation is also complete [BKLS09]. This holds also for BMTS and is very useful as deterministic system often appear in practice [BKLS09] and checking modal refinement is computationally easier than the thorough refinement. Formally, a PMTS $(S, T, P, \Phi)$ is called deterministic if for every $(s, a, t), (s, a, t') \in T$ we have $t = t'$.

**Proposition 6.2.** Let $s_0$ be a PMTS state and $t_0$ a deterministic BMTS state. If $s_0 \leq_t t_0$ then $s_0 \leq_m t_0$.

However, the completeness fails if the refined system is deterministic but with parameters:

**Example 6.3.** Consider a BMTS $(\{s_0, s_1\}, \{s_0, a, s_1\}, \emptyset, \{s_0 \mapsto tt, s_1 \mapsto tt\})$ and a deterministic PMTS $(\{t_0, t_1\}, \{(t_0, a, t_1)\}, \{p\}, \{t_0 \mapsto a \leftrightarrow p, t \mapsto tt\})$ below. Obviously $[s_0] = [t_0]$ contains the implementations with no transitions or one step $a$-transitions. Although $s_0 \leq_t t_0$, we do not have $s_0 \leq_m t_0$ as we cannot match with any valuation of $p$.
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**Corollary 6.4.** There is a state $s_0$ of a PMTS and a state $t_0$ of a deterministic PMTS such that $s_0 \leq_t t_0$, but $s_0 \not\leq_m t_0$.

In the previous example, we lacked the option to match a system with different parameter valuations at once. However, the de-parameterization introduced earlier is non-deterministic even if the original system was deterministic. Hence the modal refinement is not guaranteed to coincide with the thorough refinement. In [BKLS09], we defined the notion of deterministic hull, the best deterministic overapproximation of a system. The construction on may transitions was the standard powerset construction and a must transition was created if all states of a macrostate had one. Here we extend this notion to PMTS, which allows to over- and under-approximate the thorough refinement by the modal refinement.
Definition 6.5. For a PMTS $\mathcal{M} = (S, T, P, \Phi)$ with initial state $s_0$, we define a PMTS called deterministic hull $\mathcal{D}(\mathcal{M}) = (2^S \setminus \emptyset, T', P, \Phi')$ with initial state $\mathcal{D}(s_0) := \{s_0\}$ and

- $T' = \{(X, a, X_a)\}$ where $X_a$ denotes all $a$-successors of elements of $X$, i.e. $X_a = \{s' \mid \exists s \in X : (s, a, s') \in T\}$,
- $\Phi'(X)$ is such that $\text{Tran}(X) = \bigcup_{s \in X} \text{Tran}(s)[(a, X_a)/(a, s)$ for every $a, s]$.

Proposition 6.6. For a PMTS state $s_0$, $\mathcal{D}(s_0)$ is deterministic and $s_0 \preceq_m \mathcal{D}(s_0)$.

We now show the minimality of the deterministic hull.

Proposition 6.7. Let $s_0$ be a PMTS state. Then

- for every deterministic PMTS state $t_0$, if $s_0 \preceq_m t_0$ then $\mathcal{D}(s_0) \preceq_m t_0$;
- for every deterministic BMTS state $t_0$, if $s_0 \preceq_t t_0$ then $\mathcal{D}(s_0) \preceq_m t_0$.

The next transformation allows for removing the parameters without introducing non-determinism.

Definition 6.8. For a PMTS $\mathcal{M} = (S, T, P, \Phi)$ with initial state $s_0$, we define a BMTS called parameter-free hull $\mathcal{P}(\mathcal{M}) = (S, T, \emptyset, \Phi')$ with initial state $\mathcal{P}(s_0) := s_0$ and

$$\Phi'(s) = \bigvee_{\nu \subseteq P} \Phi(s)[tt/p \text{ for } p \in \nu, ff/p \text{ for } p \notin \nu]$$

Lemma 6.9. For a PMTS state $s_0$, $s_0 \preceq_m s_0^B \preceq_m \mathcal{P}(s_0)$.

The parameter-free deterministic hull now plays the rôle of the deterministic hull for MTS.

Corollary 6.10. For PMTS states $s_0$ and $t_0$, if $s_0 \preceq_t t_0$ then $s_0 \preceq_m \mathcal{P}(\mathcal{D}(t_0))$.

Proof. Since $s_0 \preceq_t t_0$, we also have $s_0 \preceq_t \mathcal{D}(t_0)$ by Propositions 6.6 and 6.1. Therefore, $s_0 \preceq_t \mathcal{P}(\mathcal{D}(t_0))$ by Proposition 6.9 and thus $s_0 \preceq_m \mathcal{P}(\mathcal{D}(t_0))$ by Proposition 6.2.

7 Conclusions

We have investigated both modal and thorough refinement on boolean and parametric extension of modal transition systems. Apart from results summarized in the table below, we have shown a practical way to compute modal refinement and use it for approximating thorough refinement. Closing the complexity gap for thorough refinement, i.e. obtaining matching lower bounds or improving our algorithm remains as an open question.
\[
\begin{array}{cccc}
\leq_t & \in & \text{EXPTIME} & \text{NEXPTIME} \\
s \leq t, t \text{ deterministic} & \leq_m = \leq_t & \leq_m = \leq_t & \leq_m \neq \leq_t
\end{array}
\]
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Abstract. There are two fundamentally different approaches to specifying and verifying properties of systems. The logical approach makes use of specifications given as formulae of temporal or modal logics and relies on efficient model checking algorithms; the behavioural approach exploits various equivalence or refinement checking methods, provided the specifications are given in the same formalism as implementations. In this paper we provide translations between the logical formalism of Hennessy-Milner logic with greatest fixed points and the behavioural formalism of disjunctive modal transition systems. We also introduce a new operation of quotient for the above equivalent formalisms, which is adjoint to structural composition and allows synthesis of missing specifications from partial implementations. This is a substantial generalisation of the quotient for deterministic modal transition systems defined in earlier papers.

1 Introduction

There are two fundamentally different approaches to specifying and verifying properties of systems. Firstly, the logical approach makes use of specifications given as formulae of temporal or modal logics and relies on efficient model checking algorithms. Secondly, the behavioural approach exploits various equivalence or refinement checking methods, provided the specifications are given in the same formalism as implementations.

In this paper, we discuss different formalisms and their relationship. As an example, let us consider labelled transition systems and the property that “at all time points after executing request, no idle nor further requests but only work is allowed until grant is executed”. The property can be written in e.g. CTL [14] as

\[ \text{AG}(\text{request } \Rightarrow \text{AX}(\text{work } \text{AW} \text{grant})) \]
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Fig. 1. DMTS specification corresponding to AG(request ⇒ AX(work AW grant)), and its implementation

or as a recursive system of equations in Hennessy-Milner logic [29] as

\[
X = [\text{grant, idle, work}]X \land [\text{request}]Y
\]

\[
Y = (\langle \text{work}\rangle Y \lor \langle \text{grant}\rangle X) \land [\text{idle, request}]\bot
\]

where the solution is given by the greatest fixed point.

As formulae of modal logics can be difficult to read, some people prefer automata-based behavioural specifications to logical ones. One such behavioural specification formalism is the one of disjunctive modal transition systems (DMTS) [26]. Fig. 1 (left) displays a specification of our example property as a DMTS. Here the dashed arrows indicate that the transitions may or may not be present, while branching of the solid arrow indicates that at least one of the branches must be present. An example of a labelled transition system that satisfies our logical specifications and implements the behavioural one is also given in Fig. 1.

The alternative between logical and behavioural specifications is not only a question of preference. Logical specification formalisms put a powerful logical language at the disposal of the user, and the logical approach to model checking [14, 34] has seen a lot of success and tool implementations. Automata-based specifications [12, 27], on the other hand, have a focus on compositional and incremental design in which logical specifications are somewhat lacking, with the trade-off of generally being less expressive than logics.

To be more precise, automata-based specifications are, by design, compositional in the sense that they support structural composition of specifications and, in most cases, its adjoint, quotient. This is useful, even necessary, in practical verification, as it means that (1) it is possible to infer properties of a system from the specifications of its components, and (2) the problem of correctness for a system can be decomposed into verification problems for its components. We refer to [28] for a detailed account on composition and decomposition.

It is thus desirable to be able to translate specifications from the logical realm into behavioural formalisms, and vice versa from behavioural formalisms to logic-based specifications. This is, then, the first contribution of this paper: we show that Hennessy-Milner logic with greatest fixed points ($\nu$HML) and DMTS (with several initial states) are equally expressive, and we provide translations forth and back. For doing this, we introduce an auxiliary intermediate formalism NAA (a nondeterministic extension of acceptance automata [22, 35]) which is equivalent in expressiveness to both $\nu$HML and DMTS.

We also discuss other desirable features of specification formalisms, namely structural composition and quotient. As an example, consider a specification $S$
of the final system to be constructed and $T$ either an already implemented component or a specification of a service to be used. The task is to construct the most general specification of the rest of the system to be implemented, in such a way that when composed with any implementation of $T$, it conforms with the specification $S$. This specification is exactly the quotient $S/T$.

**Contribution** Firstly, we show that the formalisms of $\nu$HML, NAA and DMTS have the same expressive power, and provide the respective translations. As a result, the established connection allows for a graphical representation of $\nu$HML as DMTS. This extends the graphical representability of HML without fixed points as modal transition systems [10,27]. In some sense this is optimal, as due to the alternation of least and greatest fixed points, there seems to be no hope that the whole $\mu$-calculus could be drawn in a similarly simple way.

Secondly, we show that there are natural operations of conjunction and disjunction for NAA which mimic the ones of $\nu$HML. As we work with multiple initial states, disjunction is readily defined, and conjunction extends the one for DMTS [6]. Thirdly, we introduce structural composition on NAA. For simplicity we assume CSP-style synchronisation of labels, but the construction can easily be generalised to other types of label synchronisation.

Finally, we provide a solution to the open problem of the general quotient. We extend the quotient constructions for deterministic modal transition systems (MTS) and acceptance automata [35] to define the quotient for the full class of (possibly nondeterministic) NAA. We also provide a more efficient procedure for (possibly nondeterministic) MTS. These constructions are the technically most demanding parts of the paper.

With the operations of structural composition and quotient, NAA, and hence also DMTS and $\nu$HML, are fully compositional behavioural specification theories and form a commutative residuated lattice [21,39] up to equivalence. This makes a rich algebraic theory available for compositional reasoning about specifications. Most of the constructions we introduce are implemented in a prototype tool [8]. Due to space constraints, some of the proofs had to be omitted from the paper and can be found in [3].

**Related work** Hennessy-Milner logic with recursion [29] is a popular logical specification formalism which has the same expressive power as $\mu$-calculus [25]. It is obtained from Hennessy-Milner logic (HML) [23] by introducing variables and greatest and least fixed points. Hennessy-Milner logic with greatest fixed points ($\nu$HML) is equivalent to $\nu$-calculus, i.e. $\mu$-calculus with greatest fixed points only.

DMTS have been proposed as solutions to algebraic process equations in [26] and further investigated also as a specification formalism [6,28]. The DMTS formalism is a member of the modal transition systems (MTS) family and as such has also received attention recently. The MTS formalisms have proven to be useful in practice. Industrial applications started as early as [11] where MTS have been used for an air-traffic system at Heathrow airport. Besides, MTS classes are advocated as an appropriate base for interface theories in [36] and for product
line theories in \[31\]. Further, an MTS based software engineering methodology for design via merging partial descriptions of behaviour has been established in \[38\] and methods for supervisory control of MTS shown in \[15\]. Tool support is quite extensive, e.g. \[2,6,9,16\].

Over the years, many extensions of MTS have been proposed. While MTS can only specify whether or not a particular transition is required, some extensions equip MTS with more general abilities to describe what combinations of transitions are possible. These include DMTS \[26\], 1-MTS \[17\] allowing to express exclusive disjunction, OTS \[4\] capable of expressing positive Boolean combinations, and Boolean MTS \[5\] covering all Boolean combinations. The last one is closely related to our NAA, the acceptance automata of \[22,35\], as well as hybrid modal logic \[7,33\].

Larsen has shown in \[27\] that any finite MTS is equivalent to a HML formula (without recursion or fixed points), the characteristic formula of the given MTS. Conversely, Boudol and Larsen show in \[10\] that any consistent and prime HML formula is equivalent to a MTS. Here we extend these results to \(\nu\)HML formulae, and show that any such formula is equivalent to a DMTS, solving a problem left open in \[26\]. Hence \(\nu\)HML supports full compositionality and decomposition in the sense of \[28\]. This finishes some of the work started in \[10,27,28\].

Quotients are related to decomposition of processes and properties, an issue which has received considerable attention through the years. In \[26\], a solution to bisimulation \(C(X) \sim_{P} P\) for a given process \(P\) and context \(C\) is provided (as a DMTS). This solves the quotienting problem \(P/C\) for the special case where both \(P\) and \(C\) are processes. This is extended in \[30\] to the setting where the context \(C\) can have several holes and \(C(X_{1}, \ldots, X_{n})\) must satisfy a property \(Q\) of \(\nu\)HML. However, \(C\) remains to be a process context, not a specification context. Our specification context allows for arbitrary specifications, representing infinite sets of processes and process equations. Another extension uses infinite conjunctions \[19\], but similarly to the other approaches, generates partial specifications from an overall specification and a given set of processes. This is subsumed by a general quotient.

Quotient operators, or guarantee or multiplicative implication as they are called there, are also well-known from various logical formalisms. Indeed, the algebraic properties of our parallel composition \(\|\) and quotient \(\backslash\) resemble closely those of multiplicative conjunction \& and implication \(\rightarrow\) in linear logic \[20\], and of spatial conjunction and implication in spatial logic \[13\] and separation logic \[32,37\]. For these and other logics, proof systems have been developed which allow one to reason about expressions containing these operators.

In spatial and separation logic, \& and \(\rightarrow\) (or the operators corresponding to these linear-logic symbols) are first-class operators on par with the other logical operators, and their semantics are defined as certain sets of processes. In contrast, for NAA and hence, via the translations, also for \(\nu\)HML, \(\|\) and \(\backslash\) are derived operators, and we provide constructions to reduce any expression which contains them, to one which does not. This is important from the perspective of reuse of components and useful in industrial applications.
2 Specification Formalisms

In this section, we define the specification formalisms νHML, DMTS and NAA and show that they are equivalent.

For the rest of the paper, we fix a finite alphabet Σ. In each of the formalisms, the semantics of a specification is a set of implementations, in our case always a set of labelled transition systems (LTS) over Σ, i.e. structures (S, s^0, →) consisting of a set S of states, an initial state s^0 ∈ S, and a transition relation → ⊆ S × Σ × S. We assume that the transition relation of LTS is always image-finite, i.e. that for every a ∈ Σ and s ∈ S the set \{s′ ∈ S | s ←→ a s′\} is finite.

2.1 Hennessy-Milner Logic with Greatest Fixed Points

We recap the syntax and semantics of HML with variables developed in [29]. A HML formula φ over a set X of variables is given by the abstract syntax φ ::= tt | ff | x | φ ∧ ψ | φ ∨ ψ | ⊤ φ | ⊥ φ, where x ranges over X and a over Σ. The set of such formulae is denoted \( H(X) \). Notice that instead of including fixed point operators in the logic, we choose to use declarations with a greatest fixed point semantics, as explained below.

A *declaration* is a mapping Δ : X → \( H(X) \). We shall give a greatest fixed point semantics to declarations. Let (S, s^0, →) be an LTS, then an assignment is a mapping σ : X → 2^S. The set of assignments forms a complete lattice with σ_1 ⊆ σ_2 iff σ_1(x) ⊆ σ_2(x) for all x ∈ X and \( (\bigcup_{i \in I} \sigma_i)(x) = \bigcup_{i \in I} \sigma_i(x) \).

The semantics of a formula is a subset of S, given relative to an assignment σ, defined as follows: \( (tt)σ = S, (ff)σ = ∅, (x)σ = σ(x), (φ ∧ ψ)σ = (φ)σ ∩ (ψ)σ, (φ ∨ ψ)σ = (φ)σ ∪ (ψ)σ, ((φ)σ)σ = \{ s ∈ S | ∃ s' : s → a s' ∈ (ψ)σ \}, and \( ([a]φ)σ = \{ s ∈ S | \forall s : s → a s' ∈ (ψ)σ \}. \) The semantics of a declaration Δ is then the assignment defined by \( \{ Δ \} = \bigcup \{ σ : X → 2^S | ∀ x ∈ X : σ(x) ⊆ \{Δ(x)σ\} \} \), the greatest (pre)fixed point of Δ.

An *initialised* HML declaration, or νHML formula, is a structure (X, X^0, Δ), with X^0 ⊆ X finite sets of variables and Δ : X → \( H(X) \) a declaration. We say that an LTS (S, s^0, →) implements (or models) the formula, and write S \models Δ, if it holds that there is x^0 ∈ X^0 such that s^0 ∈ \( \{Δ\}(x^0) \). We write \( \llbracket Δ \rrbracket \) for the set of implementations (models) of a νHML formula Δ.

2.2 Disjunctive Modal Transition Systems

A DMTS is essentially a labelled transition system (LTS) with two types of transitions, *may* transitions which indicate that implementations are permitted to implement the specified behaviour, and *must* transitions which proclaim that any implementation is required to implement the specified behaviour. Additionally, *must* transitions may be disjunctive, in the sense that they can require that at least one out of a number of specified behaviours must be implemented. We now recall the syntax and semantics of DMTS as introduced in [26]. We modify
the syntax slightly to permit multiple initial states and, in the spirit of later work [6,18], ensure that all required behaviour is also allowed:

A **disjunctive modal transition system (DMTS)** over the alphabet $\Sigma$ is a structure $(S, S^0, \rightarrow, \rightarrow)$ consisting of a set of states $S$, a finite subset $S^0 \subseteq S$ of **initial states**, a **may-transition relation** $\rightarrow \subseteq S \times \Sigma \times S$, and a **disjunctive must-transition relation** $\rightarrow \subseteq S \times 2^{\Sigma \times S}$. It is assumed that for all $(s, N) \in \rightarrow$ and all $(a, t) \in N$, $(s, a, t) \in \rightarrow$. We usually write $s \rightarrow t$ instead of $(s, a, t) \in \rightarrow$ and $s \rightarrow N$ instead of $(s, N) \in \rightarrow$. We also assume that the may transition relation is image-finite. Note that the two assumptions imply that $\rightarrow \subseteq S \times 2_{\text{Fin}}^S$ where $2_{\text{Fin}}^S$ denotes the set of all finite subsets of $X$.

A DMTS $(S, S^0, \rightarrow, \rightarrow)$ is an **implementation** if $S^0 = \{s^0\}$ is a singleton and $\rightarrow = \{(s, \{(a, t)\} \mid s \rightarrow t\}$, hence if $N$ is a singleton for each $s \rightarrow N$ and there are no superfluous may-transitions. Thus DMTS implementations are precisely LTS.

We proceed to define the semantics of DMTS. First, a relation $R \subseteq S_1 \times S_2$ is a **modal refinement** between DMTS $(S_1, S_1^0, \rightarrow_1, \rightarrow_1)$ and $(S_2, S_2^0, \rightarrow_2, \rightarrow_2)$ if it holds for all $(s_1, s_2) \in R$ that

- for all $s_1 \rightarrow_1 t_1$ there is $s_2 \rightarrow_2 t_2$ for some $t_2 \in S_2$ such that $(t_1, t_2) \in R$, and
- for all $s_2 \rightarrow_2 N_2$ there is $s_1 \rightarrow_1 N_1$ such that for each $(a, t_1) \in N_1$ there is $(a, t_2) \in N_2$ with $(t_1, t_2) \in R$.

Such a modal refinement is **initialised** if it is the case that, for each $s_1^0 \in S_1^0$, there is $s_2^0 \in S_2^0$ for which $(s_1^0, s_2^0) \in R$. In that case, we say that $S_1$ refines $S_2$ and write $S_1 \leq_m S_2$. We write $S_1 \equiv_m S_2$ if $S_1 \leq_m S_2$ and $S_2 \leq_m S_1$.

We say that an LTS $I$ **implements** a DMTS $S$ if $I \leq_m S$ and write $[S]$ for the set of implementations of $S$. Notice that the notions of implementation and modal refinement agree, capturing the essence of DMTS as a **specification theory**: A DMTS may be gradually refined, until an LTS, in which all behaviour is fully specified, is obtained.

For DMTS $S_1$, $S_2$ we say that $S_1$ **thoroughly** refines $S_2$, and write $S_1 \leq_t S_2$, if $[S_1] \subseteq [S_2]$. We write $S_1 \equiv_t S_2$ if $S_1 \leq_t S_2$ and $S_2 \leq_t S_1$. By transitivity, $S_1 \leq_m S_2$ implies $S_1 \leq_t S_2$.

**Example 1.** Figs. 2 and 3 show examples of important basic properties expressed both as $\nu$HML formulae, NAA (see below) and DMTS. For DMTS, may transitions are drawn as dashed arrows and disjunctive must transitions as branching arrows. States with a short incoming arrow are initial (the DMTS in Fig. 3 has two initial states).

\[ X = (a)\mathfrak{t} \land [a]X \land [b]X \]

\[
\{\{s_0\}, \{s_0\}, \text{Tran}\} \\
\text{Tran}(s_0) = \{(a, s_0), (a, s_0), (b, s_0)\}\}
\]

**Fig. 2.** $\nu$HML formula, NAA and DMTS for the invariance property “there is always an ‘a’ transition available”, with $\Sigma = \{a, b\}$.
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We now define NAA, the nondeterministic extension to the formalism of acceptance automata. We shall use this formalism to bridge the gap between νHML and DMTS. A nondeterministic acceptance automaton over the alphabet Σ is a structure \((S, S^0, \rightarrow, \rightarrow)\) where \(S\) and \(S^0\) are the states and initial states as previously, and \(\text{Tran} : S \rightarrow 2^{2^2} \times S\) assigns admissible transition sets.

A NAA \((S, S^0, \text{Tran})\) is an implementation if \(S^0 = \{s^0\}\) is a singleton and \(\text{Tran}(s) = \{M\}\) is a singleton for every \(s \in S\); clearly, NAA implementations are precisely LTS. We also define the inconsistent NAA to be \(\bot = (\emptyset, \emptyset, \emptyset)\) and the universal NAA by \(\top = (\{s\}, \{s\}, 2^{2^2} \times \{s\})\).

A relation \(R \subseteq S_1 \times S_2\) is a modal refinement between NAA \((S_1, S^0_1, \text{Tran}_1)\), \((S_2, S^0_2, \text{Tran}_2)\) if it holds for all \((s_1, s_2) \in R\) and all \(M_1 \in \text{Tran}_1(s_1)\) that there exists \(M_2 \in \text{Tran}_2(s_2)\) such that

- \(\forall (a, t_1) \in M_1 : \exists (a, t_2) \in M_2 : (t_1, t_2) \in R\),
- \(\forall (a, t_2) \in M_2 : \exists (a, t_1) \in M_1 : (t_1, t_2) \in R\).

We define and use the notions of initialised modal refinement, \(\leq_m\), \(\equiv_m\), implementation, \(\leq_t\), and \(\equiv_t\) the same way as for DMTS.

**Proposition 2.** The class of NAA is preordered by modal refinement \(\leq_m\), with bottom element \(\bot\) and top element \(\top\).
Note that as implementations of all our three formalisms $\nu$HML, DMTS and NAA are LTS, it makes sense to use thorough refinement $\leq_t$ and equivalence $\equiv_t$ across formalisms, so that we e.g. can write $S \leq_t \Delta$ for a NAA $S$ and a $\nu$HML formula $\Delta$.

### 2.4 Equivalences

We proceed to show that $\nu$HML, DMTS and NAA are equally expressive:

**Theorem 3.** For any set $S$ of LTS, the following are equivalent:

1. There exists a $\nu$HML formula $\Delta$ with $\llbracket \Delta \rrbracket = S$.
2. There exists a finite NAA $S$ with $\llbracket S \rrbracket = S$.
3. There exists a finite DMTS $S$ with $\llbracket S \rrbracket = S$.

Furthermore, the latter two statements are equivalent even if we drop the finiteness constraints.

Note that we could drop the finiteness assumption about the set of variables of $\nu$HML formulae, while retaining the fact that $\Delta(x)$ is a finite HML formula. The result of Theorem 3 could then be extended with the statement that these possibly infinite $\nu$HML formulae are equivalent to general DMTS/NAA.

For a DMTS $S = (T, T^0, \rightarrow, \leadsto)$, let $\text{Tran}(s) = \{ M \subseteq \Sigma \times S \mid \exists N : s \rightarrow N, N \subseteq M; \forall (a, t) \in M : s \rightarrow a t \}$ and define the NAA $\text{dn}(S) = (S, S^0, \text{Tran})$.

Conversely, for an NAA $(S, S^0, \text{Tran})$, define the DMTS $\text{nd}(S) = (T, T^0, \rightarrow, \leadsto)$ as follows:

- $T = \{ M \in \text{Tran}(s) \mid s \in S \}$, $T^0 = \{ M \in \text{Tran}(s^0) \mid s^0 \in S^0 \}$,
- $\rightarrow = \{ (M, \{(a, M') \mid M' \in \text{Tran}(s')\}) \mid (a, s') \in M \}$,
- $\leadsto = \{ (t, a, t') \mid t \in T, \exists (t, N) \in \rightarrow : (a, t') \in N \}$.

Note that both $\text{nd}$ and $\text{dn}$ preserve finiteness. Both translation are exponential in their respective arguments.

**Lemma 4.** For every DMTS $S$, $S \equiv_t \text{dn}(S)$. For every NAA $S$, $S \equiv_t \text{nd}(S)$.

For a set of pairs of actions and states $M$ we use $M_a$ to denote the set $\{ s \mid (a, s) \in M \}$. Let $(S, S^0, \text{Tran})$ be a finite NAA and let $s \in S$, we then define

$$\Delta_{\text{Tran}}(s) = \bigvee_{M \in \text{Tran}(s)} \bigwedge_{(a, t) \in M} (a)t \land \bigwedge_{a \in \Sigma} [a] \left( \bigvee_{u \in M_a} u \right)$$

We then define the $\nu$HML formula $\text{nh}(S) = (S, S^0, \Delta_{\text{Tran}})$. Notice that variables in $\text{nh}(S)$ are states of $S$.

**Lemma 5.** For all NAA $S$, $S \equiv_t \text{nh}(S)$.

Our translation from $\nu$HML to DMTS is based on the constructions in [10].
Lemma 6. For any νHML formula \((X_1, X_1^0, \Delta_1)\), there exists another formula \((X_2, X_2^0, \Delta_2)\) with \([\Delta_1] = [\Delta_2]\) and such that any formula \(\Delta_2(x)\), for \(x \in X_2\), is \(\text{tt}\) or of the form \(\Delta_2(x) = \bigvee_{i \in I} (\bigwedge_{j \in J_i} (a_{ij})x_{ij} \land \bigwedge_{a \in \Sigma[a]} y_{i,a})\) for finite (possibly empty) index sets \(I\) and \(J_i\), \(i \in I\), and all \(x_{ij}, y_{i,a} \in X_2\). Additionally we can assume that for all \(i \in I\), \(j \in J_i\), \(a \in \Sigma\), \(a_{ij} = a\) implies \([x_{ij}] \subseteq [y_{i,a}]\).

Let now \((X, X^0, \Delta)\) be a νHML formula in the form introduced above, then we define a DMTS \(\text{hd}(\Delta) = (S, S^0, \rightarrow, \rightarrow)\) as follows:

- \(S = \{(x, k) \mid x \in X, \Delta(x) = \bigvee_{i \in I} (\phi_i, k \in I) \cup \{\bot, \top\}\},\)
- \(S^0 = \{(x^0, k) \mid x^0 \in X^0\}\).
- For each \((x, k) \in S\) with \(\Delta(x) = \bigvee_{i \in I} (\bigwedge_{j \in J_i} (a_{ij})x_{ij} \land \bigwedge_{a \in \Sigma[a]} y_{i,a})\) and \(I \neq \emptyset\),
  - for each \(j \in J_i\), let \(\text{Must}_j(x, k) = \{(a_{ij}, (x_{ij}, i')) \mid i' \in S\}\),
  - for each \(a \in \Sigma\), let \(\text{May}_a(x, k) = \{(x', i') \mid x' \in X, [x'] \subseteq [y_{i,a}]\}\).
- Let \(\rightarrow = \{(s, a, s') \mid s \in S, a \in \Sigma, s' \in \text{May}_a(s)\} \cup \{(\top, a, \top) \mid a \in \Sigma\}\) and \(\rightarrow = \{(s, \text{Must}_j(s)) \mid s \in S, j \in J_i\} \cup \{((\bot, \emptyset)\}\}.

Lemma 7. For all νHML formulae \(\Delta\), \(\Delta \equiv \text{hd}(\Delta)\).

Further, we remark that the overall translation from DMTS to νHML is quadratic and in the other direction inevitably exponential.

Example 8. Consider the νHML formula \(X = (\langle a \rangle (\langle b \rangle X \land [a]\text{ff}) \land [b]\text{ff}) \lor [a]\text{ff}\). Changing the formula into the normal form of Lemma 6 introduces a new variable \(Y\) as illustrated below: \(X\) remains the sole initial variable. The translation \(\text{hd}\) then gives a DMTS with two initial states (the inconsistent state \(\bot\) and redundant may transitions such as \(x_1 \rightarrow a x_2, x_2 \rightarrow b x_1\), etc. have been omitted):

3 Specification Theory

In this section, we introduce operations of conjunction, disjunction, structural composition and quotient for NAA, DMTS and νHML. Together, these operations yield a complete specification theory in the sense of [1], which allows for compositional design and verification using both logical and structural operations. We remark that conjunction and disjunction are straightforward for logical formalisms such as νHML, whereas structural composition is more readily defined on behavioural formalisms such as (D)MTS. For the mixed formalism of NAA, disjunction is trivial as we permit multiple initial states, but conjunction requires some work. Note that our construction of conjunction works for nondeterministic systems in contrast to all the work in this area except for [6, 26].
3.1 Disjunction

The disjunction of NAA $S_1 = (S_1, S_0^1, \text{Tran}_1)$ and $S_2 = (S_2, S_0^2, \text{Tran}_2)$ is $S_1 \lor S_2 = (S_1 \cup S_2, S_0^1 \cup S_0^2, \text{Tran}_1 \cup \text{Tran}_2)$, Similarly, the disjunction of two DMTS $S_1 = (S_1, S_0^1, \rightarrow_1, \leftarrow_1)$ and $S_2 = (S_2, S_0^2, \rightarrow_2, \leftarrow_2)$ is $S_1 \lor S_2 = (S_1 \cup S_2, S_0^1 \cup S_0^2, \rightarrow_1 \cup \rightarrow_2, \leftarrow_1 \cup \leftarrow_2)$. It follows that disjunction respects the translation mappings $dn$ and $nd$ from the previous section.

**Theorem 9.** Let $S_1$, $S_2$, $S_3$ be NAA or DMTS. Then $\|S_1 \lor S_2\| = \|S_1\| \cup \|S_2\|$. Further, $S_1 \lor S_2 \leq_m S_3$ iff $S_1 \leq_m S_3$ and $S_2 \leq_m S_3$.

We point out one important distinction between NAA and DMTS: NAA with a single initial state are equally expressive as general NAA, while for DMTS, this is not the case. The example on the right shows a DMTS $(S, S_0^0, \rightarrow, \leftarrow)$, with $S = S^0 = \{s_1^0, s_0^0\}$, $s_1^0 \rightarrow \{(a, s_1^0), (a, s_0^0)\}$ and $s_0^0 \rightarrow \{(b, s_1^0), (b, s_0^0)\}$ (and the corresponding may-transitions). Two initial states are necessary for capturing $\|S\|$.

**Lemma 10.** For any NAA S there is a NAA $T = (T, T^0, \Psi)$ with $T^0 = \{t^0\}$ a singleton and $S \equiv_m T$.

3.2 Conjunction

Conjunction for DMTS is an extension of the construction from [6] for multiple initial states. Given two DMTS $(S_1, S_0^1, \rightarrow_1, \leftarrow_1)$, $(S_2, S_0^2, \rightarrow_2, \leftarrow_2)$, we define $S_1 \land S_2 = (S, S^0, \rightarrow, \leftarrow)$ with $S = S_1 \times S_2$, $S^0 = S_0^1 \times S_0^2$, and $- (s_1, s_2) \rightarrow (t_1, t_2)$ iff $s_1 \rightarrow_1 t_1$ and $s_2 \rightarrow_2 t_2$.

To define conjunction for NAA, we need auxiliary projection functions $\pi_1 : \Sigma \times S_1 \times S_2 \rightarrow \Sigma \times S_1$. These are defined by

$$\pi_1(M) = \{(a, s_1) \mid \exists s_2 \in S_2 : (a, s_1, s_2) \in M\}$$

$$\pi_2(M) = \{(a, s_2) \mid \exists s_1 \in S_1 : (a, s_1, s_2) \in M\}$$

Given NAA $(S_1, S_0^1, \text{Tran}_1)$, $(S_2, S_0^2, \text{Tran}_2)$, define $S_1 \land S_2 = (S, S^0, \text{Tran})$, with $S = S_1 \times S_2$, $S^0 = S_0^1 \times S_0^2$ and $\text{Tran}((s_1, s_2)) = \{M \subseteq \Sigma \times S_1 \times S_2 : \pi_1(M) \in \text{Tran}_1(s_1), \pi_2(M) \in \text{Tran}_2(s_2)\}$.

**Lemma 11.** For DMTS $S_1$, $S_2$, $\text{dn}(S_1 \land S_2) = \text{dn}(S_1) \land \text{dn}(S_2)$.

For the translation from NAA to DMTS, $\text{nd}(S_1 \land S_2) = \text{nd}(S_1) \land \text{nd}(S_2)$ does not necessarily hold, as the translation changes the state space. However, Theorem 12 below will ensure that $\text{nd}(S_1 \land S_2) \equiv \text{nd}(S_1) \land \text{nd}(S_2)$.

**Theorem 12.** Let $S_1$, $S_2$, $S_3$ be NAA or DMTS. Then $\|S_1 \land S_2\| = \|S_1\| \cap \|S_2\|$. Further, $S_1 \leq_m S_2 \land S_3$ iff $S_1 \leq_m S_2$ and $S_1 \leq_m S_3$.

**Theorem 13.** With operations $\land$ and $\lor$, the sets of DMTS and NAA form bounded distributive lattices up to $\equiv_m$.
3.3 Structural Composition

We now present one of the central contributions of this paper, the construction of structural composition for NAA. For NAA $S_1 = (S_1, S_1^0, \text{Tran}_1)$, $S_2 = (S_2, S_2^0, \text{Tran}_2)$, we define $S_1 \parallel S_2 = (S, S^0, \text{Tran})$ with $S = S_1 \times S_2$, $S^0 = S_1^0 \times S_2^0$, and for all $(s_1, s_2) \in S$, $\text{Tran}((s_1, s_2)) = \{M_1||M_2 \mid M_1 \in \text{Tran}_1(s_1), M_2 \in \text{Tran}_2(s_2)\}$, where $M_1||M_2 = \{(a, (t_1, t_2)) \mid (a, t_1) \in M_1, (a, t_2) \in M_2\}$.

**Lemma 14.** Up to $\equiv_m$, the operator $\parallel$ on NAA is associative and commutative, distributes over $\lor$, and has unit $U$, where $U$ is the LTS $(\{s\}, s, \rightarrow)$ with $s \xrightarrow{a} s$ for all $a \in \Sigma$.

**Theorem 15.** For all NAA $S_1, S_2, S_3, S_4$, $S_1 \leq_m S_3$ and $S_2 \leq_m S_4$ imply $S_1 \parallel S_2 \leq_m S_3 \parallel S_4$.

We remark that structural composition on MTS [27] coincides with our NAA composition, so that for MTS $S_1$, $S_2$, $dn(S_1)||dn(S_2) = dn(S_1\parallel S_2)$. On the other hand, structural composition for DMTS (with single initial states) as defined in [6] is weaker than NAA composition, i.e., for DMTS $S_1$, $S_2$, and denoting by $\parallel'$ the composition from [6], only $dn(S_1)||dn(S_2) \leq_d dn(S_1\parallel' S_2)$ holds. Consider for example the DMTS $S$ and $S'$ in the figure below. When considering their NAA composition, the initial state is the pair $(s_0, t_0)$ with $\text{Tran}((s_0, t_0)) = \emptyset, \{(a, (s_2, t_1)), (a, (s_2, t_2))\}$. Since this constraint cannot be represented as a disjunctive must, there is no DMTS with a single initial state which can represent the NAA composition precisely.

\[\xymatrix{ s_0 \ar[r]^a & s_2 \ar[d]^b \ar[r]^a & t_2 \ar[l]_{t_1} }\]

Hence the DMTS composition of [6] is a DMTS over-approximation of the NAA composition, and translating from DMTS to NAA before composing (and back again) will generally give a tighter specification. However, as noted already in [24], MTS composition itself is an over-approximation, in the sense that there will generally be implementations $I \in \llbracket S_1 \parallel S_2 \rrbracket$ which cannot be written $I = I_1 || I_2$ for $I_1 \in \llbracket S_1 \rrbracket$ and $I_2 \in \llbracket S_2 \rrbracket$; the same is the case for NAA and DMTS.

3.4 Quotient

We now present one of the central contributions of this paper, the construction of quotient. The quotient $S/T$ is to be the most general specification that, when composed with $T$, refines $S$. In other words, it must satisfy the property that for all specifications $X$, $X \leq_m S/T$ iff $X \parallel T \leq_m S$. Quotient has been defined for deterministic MTS and for deterministic acceptance automata in [35]; here we extend it to the nondeterministic case (i.e., NAA). The construction incurs an exponential blow-up, which however is local and depends on the degree of nondeterminism. We also provide a quotient construction for nondeterministic MTS; this is useful because MTS encodings for NAA can be very compact.
Let \((S, S^0, \text{Tran}_S), (T, T^0, \text{Tran}_T)\) be two NAA. We define the quotient \(S/T = (Q, \{q^0\}, \text{Tran}_Q)\). Let \(Q = 2^S \times T^0\) and \(q^0 = \{(s^0, t^0) \mid s^0 \in S^0, t^0 \in T^0\}\). States in \(Q\) will be written \(\{s_1/t_1, \ldots, s_n/t_n\}\) instead of \(\{(s_1, t_1), \ldots, (s_n, t_n)\}\).

In the following, we use the notation \(x \not\in z\) as a shortcut for the fact that there exists \(y\) with \(x \in y\). We first define \(\text{Tran}_Q(\emptyset) = 2^\Sigma \times \{\emptyset\}\). This means that the empty set of pairs is the universal state \(\top\). Now let \(q = \{s_1/t_1, \ldots, s_n/t_n\} \in Q\). We first define the auxiliary set of possible transitions \(pt(q)\) as follows. For \(x \in S \cup T\), let \(\alpha(x) = \{a \in \Sigma \mid \exists y : (a, y) \in \text{Tran}(x)\}\) and \(\gamma(q) = \bigcap_i (\alpha(s_i) \cup (\Sigma \setminus \alpha(t_i)))\).

Let further \(\pi_a(X) = \{x \mid (a, x) \in X\}\).

Let now \(a \in \gamma(q)\). For all \(i \in \{1, \ldots, n\}\), let \(\{t_{i,1}, \ldots, t_{i,m_i}\} = \pi_a(\bigcup \text{Tran}_T(t_i))\) be the possible next states from \(t_i\) after an \(a\)-transition, and define

\[
pt_a(q) = \{\{s_{i,j}/t_{i,j} \mid i \in \{1, \ldots, n\}, j \in \{1, \ldots, m_i\}\} \mid \\
\forall i \in \{1, \ldots, n\} : \forall j \in \{1, \ldots, m_i\} : (a, s_{i,j}) \in \text{Trans}(s_i)\}
\]

and \(pt(q) = \bigcup_{a \in \Sigma} (\{a\} \times pt_a(q))\). Hence \(pt_a(q)\) contains sets of possible next quotient states after an \(a\)-transition, each obtained by combining the \(t_{i,j}\) with some permutation of possible next \(a\)-states in \(S\). We then define

\[
\text{Tran}_Q(q) = \{X \subseteq pt(q) \mid \forall i : \forall Y \in \text{Tran}_T(t_i) : X \join Y \in \text{Tran}_S(s_i)\},
\]

where the operator \(\join\) is defined by \(\{s_1/t_1, \ldots, s_k/t_k\} \join t_k = s_k\) and \(X \join Y = \{(a, x \join y) \mid (a, x) \in X, (a, y) \in Y\}\). Hence \(\text{Tran}_Q(q)\) contains all sets of (possible) transitions which are compatible with all \(t_i\) in the sense that (the projection of) their parallel composition with any set \(Y \in \text{Tran}_T(t_i)\) is in \(\text{Tran}_S(s_i)\).

**Theorem 16.** For all NAA \(S, T\) and \(X, X \parallel T \leq_m S\) iff \(X \leq_m S/T\).

**Theorem 17.** With operations \(\land, \lor, \parallel\) and \(/\), the set of NAA forms a commutative residuated lattice up to \(\equiv_m\).

This theorem makes clear the relation of NAA to linear logic [20]: except for completeness of the lattice induced by \(\land\) and \(\lor\) (cf. Theorem 13), NAA form a commutative unital Girard quantale [40], the standard algebraic setting for linear logic. Completeness of the lattice can be obtained by allowing infinite conjunctions and disjunctions (and infinite NAA).

### 3.5 Quotient for MTS

We now give a quotient algorithm for the important special case of MTS, which results in a much more compact quotient than the NAA construction in the previous section. However, MTS are not closed under quotient; cf. [28, Thm. 5.5]. We show that the quotient of two MTS will generally be a DMTS.

Let \((S, s^0, \rightarrow_S, \rightarrow_S)\) and \((T, t^0, \rightarrow_T, \rightarrow_T)\) be nondeterministic MTS. We define the quotient \(S/T = (Q, \{q^0\}, \rightarrow_Q, \rightarrow_Q)\). We let \(Q = 2^{S \times T}\) as before, and \(q^0 = \{(s^0, t^0)\}\). The state \(\emptyset \in Q\) is again universal, so we define \(\emptyset \rightarrow a \emptyset\) for all \(a \in \Sigma\). There are no must transitions from \(\emptyset\).
Let $\alpha(s)$, $\gamma(q)$ be as in the previous section. For convenience, we work with sets $\text{May}_a(s)$, for $a \in \Sigma$ and states $s$, instead of may transitions, i.e. we have $\text{May}_a(s) = \{ t \mid s \xrightarrow{a} t \}$.

Let $q = \{s_1/t_1, \ldots, s_n/t_n\} \in Q$ and $a \in \Sigma$. First we define the may transitions. If $a \in \gamma(q)$ then for each $i \in \{1, \ldots, n\}$, write $\text{May}_a(t_i) = \{ t_{i,1}, \ldots, t_{i,m_i} \}$, and define

$$\text{May}_a(q) = \{ \{s_{i,j}/t_{i,j} \mid i \in \{1, \ldots, n\}, j \in \{1, \ldots, m_i\} \} \mid \forall i \in \{1, \ldots, n\} : \forall j \in \{1, \ldots, m_i\} : s_{i,j} \in \text{May}_a(s_i) \}.$$ 

For the (disjunctive) must-transitions, we let, for every $s_i \xrightarrow{a} s'$,

$$q \longrightarrow \{ (a, M) \in \{a\} \times \text{May}_a(q) \mid \exists t' : s'/t' \in M, t_i \xrightarrow{a} t' \}.$$ 

**Example 18.** We illustrate the construction on an example. Let $S$ and $T$ be the MTS in the left part of Fig. 4. We construct $S/T$; the end result is displayed in the right part of the figure.

First we construct the may-successors of $s^0/t^0$. Under $b$ and $c$ there are no constraints, hence we go to $\top$. For $a$, we have all permutations of assignments of successors of $s$ to successors of $t$, namely $\{s_1/t_1, s_1/t_2\}$, $\{s_1/t_1, s_2/t_2\}$, $\{s_2/t_1, s_1/t_2\}$ and $\{s_2/t_1, s_2/t_2\}$. Since there is a must-transition from $s$ to $s_1$, we create a disjunctive must-transition to all successors that can be used to yield a must-transition when composed with the must-transition from $t$ to $t_1$. These are all successors where $t_1$ is mapped to $s_1$, hence the first two. However, $\{s_1/t_1, s_1/t_2\}$ will turn out inconsistent, as it requires to refine $s_1$ by a composition with $t_2$. As $t_2$ has no must under $b$, the composition has none either, hence the must of $s_1$ can never be matched. As a result, after pruning, the disjunctive must from $\{s^0/t^0\}$ leads only to $\{s_1/t_1, s_2/t_2\}$. Further, $\{s_2/t_1, s_1/t_2\}$ is inconsistent for the same reason, so that we only have one other may-transition under $a$ from $\{s^0/t^0\}$.

Now $\{s_1/t_1, s_2/t_2\}$ is obliged to have a must under $b$ so that it refines $s_1$ when composed with $t_1$, but cannot have any $c$ in order to match $s_2$ when composed with $t_2$. Similarly, $\{s_2/t_1, s_2/t_2\}$ has neither $c$ nor $b$. One can easily verify that $T \parallel (S/T) \equiv_m S$ in this case.

Note that the constructions may create inconsistent states, which have no implementation. In order to get a consistent system, it needs to be pruned. This is standard and the details can be found in [3]. The pruning can be done in polynomial time.
Theorem 19. For all $MTS S, T$ and $X$, $X \leq_m S/T$ iff $T \parallel X \leq_m S$.

4 Conclusion and Future Work

In this paper we have introduced a general specification framework whose basis consists of three different but equally expressive formalisms: one of a graphical behavioural kind (DMTS), one logic-based ($\nu$HML) and one an intermediate language between the former two (NAA). We have shown that the framework possesses a rich algebraic structure that includes logical (conjunction, disjunction) and structural operations (parallel composition and quotient). Moreover, the construction of the quotient solves an open problem in the area of MTS. As for future work, we hope to establish the exact complexity of the quotient constructions. We conjecture that the exponential blow-up of the construction is in general unavoidable.

References

Paper H:

MoTraS: A tool for modal transition systems and their extensions

Jan Křetínský and Salomon Sickert


Summary
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Abstract. We present a tool for modal transition systems (MTS), disjunctive MTS and further extensions of MTS supporting also non-deterministic systems. We provide the operations required from specification theories as well as some additional support such as deterministic hull, LTL model checking etc. The tool comes with both graphical and command line interface.

1 Introduction

Due to the ever increasing complexity of software systems and their reuse, component-based design and verification have become crucial. Therefore, having a specification formalism that supports component-based development and stepwise refinement is very useful. In such a framework, one can start from an initial specification, proceed with a series of small and successive refinements until eventually a specification is reached from which an implementation can be extracted directly. Modal transition systems (MTS) [11] is a successful specification formalism satisfying the above requirements.

The formalism of MTS has proven to be useful in practice. Industrial applications are as old as [5] where MTS have been used for an air-traffic system at Heathrow airport. Besides, MTS are advocated as an appropriate base for interface theories in [16] and for product line theories in [13]. Further, MTS based software engineering methodology for design via merging partial descriptions of behaviour has been established in [17].

MTS consist of a set of states and two transition relations. The must transitions prescribe which behaviour has to be present in every refinement of the system; the may transitions describe the behaviour that is allowed, but need not be realized in the refinements. Over the years, many extensions of MTS have been proposed. While MTS can only specify whether or not a particular transition is required, some extensions equip MTS with more general abilities to describe what combinations of transitions are possible. Disjunctive MTS (DMTS) [12, 3] can specify that at least one of a given set of transitions is present. One selecting

* Jan Křetínský is partially supported by the Czech Science Foundation, project No. P202/12/G061, and Salomon Sickert is partially supported by the DFG project “Polynomial Systems on Semirings: Foundations, Algorithms, Applications”
MTS [8] allow to choose exactly one of them. Boolean MTS (BMTS) [4] and expressively equivalent acceptance automata [14] cover all Boolean combinations of transitions. Parametric MTS (PMTS) [4] add parameters on top of it, so that we can also express persistent choices of transitions and relate possible choices in different parts of a system. This way, one can also model hardware dependencies of transitions and systems with prices.

The tool support is so far limited to basic MTS and, moreover, partially limited to deterministic systems. The currently available tools are MTSA (Modal transition system analyzer) [7] and MIO (MIO Workbench) [1]. While MTSA is a tool for MTS, MIO is a tool for modal I/O automata (MIOA) [10, 15], which combine MTS and interface automata based on I/O automata. Although MIOA have three types of may and must transitions (input, output, and internal), if we restrict to say only input transitions, the refinement works the same as for MTS, and some other operations, too. Further, there are also tools for loosely related formalisms of I/O automata (with no modalities) such as ECDAR (Environment for Compositional Design and Analysis of Real Time Systems) [6], which supports their timed extension.

In this paper, we present a tool for MTS and DMTS together with partial support of BMTS and PMTS as described below. In the following sections, we describe MoTraS and compare it to the existing tools both with respect to functionality and experimentally. The tool can be downloaded and additional materials found at http://www.model.in.tum.de/~kretinsk/motras.html

2 Functionality

MoTraS comes not only with a graphical user interface, but as opposed to other mentioned tools also with a command line interface, which allows for batch processing. The Netbeans-based GUI offers all the standard components such as a canvas for drawing systems, windows for editing their properties, algorithms menu, possibility to view more systems at once etc. Both the GUI and the independent algorithms package, which contains all data-structures, algorithms and the CLI, are written in Java.

As to the available algorithms, MoTraS supports all operations required for complete specification theories [2] and more. This includes modal refinement checking, parallel composition (for quotient see below), conjunction (or merge) and the related consistency checking and maximal implementation generation, deterministic hull and generalized LTL model checking. This functionality comes for MTS as well as more general DMTS and in all cases also non-deterministic systems are supported (in particular, the algorithm for conjunction is now considerably more complex [3]). In contrast, MTSA supports only modal refinement, parallel composition and consistency. It also offers a model checking procedure, which is, unfortunately, fundamentally flawed. This has been shown in [3] from where we adopt the corrected implementation. MIO offers modal refinement, the MIOA parallel composition and conjunction for deterministic systems. On the top, it also offers quotient for deterministic systems. As there are no algorithms
for the quotient of non-deterministic MTS, DMTS and BMTS and this question is a subject of current research, we only implement the quotient for deterministic systems, not their disjunctive extension. MoTraS supports DMTS as they have more expressive power, and as opposed to (non-deterministic) MTS are rich enough to express solutions to process equations [12] (hence a specification of a missing component in a system can be computed) and are closed under all operations, in particular conjunction (which is necessary for merging views on a system).

Further, on the top of this functionality for MTS and DMTS, we also provide an implementation of a new method for modal refinement checking of BMTS and PMTS [9]. While modal refinement on MTS and DMTS can be decided in polynomial time, on BMTS and PMTS it is higher in the polynomial hierarchy ($\Pi_2$ and $\Pi_4$, respectively). The new method, however, reduces the refinement problem to a problem directly and efficiently solvable by a QBF solver. Already the preliminary results of [9] show that this solution scales well in the size of the system as well as in the number of parameters, while a direct naive solution is infeasible.

Moreover, we also implement the deterministic hull and the parameter-free hull for BMTS and PMTS, which we recently proposed [9]. This allows to both over- and under-approximate the EXPTIME-complete thorough refinement using the fast modal refinement, now even for the most general class of PMTS.

In order to make the tool easily extensible, we introduced a file format \textit{xmts}, which facilitates textual representation of different extensions of modal transition systems. The description of the format can be found on the web page of the tool. The table below summarizes the functionality: ✓ indicates a MoTraS implementation; for the other tools, the name indicates an implementation; “det.” denotes a functionality limited to deterministic systems.

<table>
<thead>
<tr>
<th>Operation</th>
<th>MTS</th>
<th>DMTS</th>
<th>BMTS</th>
<th>PMTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel composition</td>
<td>MTSA</td>
<td>MIO(MIAO) ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Consistency</td>
<td>MTSA(of 2 systems)</td>
<td>MIO(det.) ✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Conjunction</td>
<td>MIO(det.) ✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Quotient (det.)</td>
<td>MIO ✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Generalized LTL</td>
<td>MTSA(incorrect) ✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Det./Par. hull</td>
<td>MTSA ✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Refinement</td>
<td>MIO ✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

3 Experimental Results

We briefly compare the performance of the MTS tools on the algorithm that each of them implements, namely modal refinement of MTS. We compare MoTraS and MTSA on systems with 500 states, see the table on the right (computational times in seconds). We consider systems with different sizes.
of alphabet and branching degrees. We further consider monolithic systems where the transitions are evenly distributed, and systems with several clusters mutually connected with only a few edges. We do not include results for MIO here as there are stack overflows already for systems with <150 states, and for systems with 100 states the time is—despite MIO statistics reporting 0 seconds—actually more than 3 seconds. See the webpage for more details and more experiments.

Although our results are already more than competitive, there are several ways how to further optimize them. The algorithms are implemented using fixed-point-iteration and waiting-queue skeleton classes, which allows for an easy introduction of multi-threading to all algorithms. Due to the independence of elements processing we conjecture the speed up factor will be very close to the number of cores used.

For the QBF-based modal refinement some additional steps were taken to reduce the memory footprint, such as storing the generated formulae in negation-normal-form and using the Tseitin encoding to limit the growth of the formulae while transforming it into CNF, which is required for the QBF solver. An interesting task for the future work is to introduce combined modal refinement checker, which uses the standard modal refinement checker to prune the initial relation before the QBF-based checker is called.

References


Paper I:

From LTL to deterministic automata: A Safraless compositional approach

Javier Esparza and Jan Křetínský

This paper has been accepted at CAV 2014. [EK14]

Summary
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From LTL to Deterministic Automata: A Safraless Compositional Approach

Javier Esparza and Jan Křetínský*

Institut für Informatik, Technische Universität München, Germany
IST Austria

Abstract. We present a new algorithm to construct a (generalized) deterministic Rabin automaton for an LTL formula $\varphi$. The automaton is the product of a master automaton and an array of slave automata, one for each $G$-subformula of $\varphi$. The slave automaton for $G\psi$ is in charge of recognizing whether $FG\psi$ holds. As opposed to standard determinization procedures, the states of all our automata have a clear logical structure, which allows for various optimizations. Our construction subsumes former algorithms for fragments of LTL. Experimental results show improvement in the sizes of the resulting automata compared to existing methods.

1 Introduction

Linear temporal logic (LTL) is the most popular specification language for linear-time properties. In the automata-theoretic approach to LTL verification, formulae are translated into $\omega$-automata, and the product of these automata with the system is analyzed. Therefore, generating small $\omega$-automata is crucial for the efficiency of the approach.

In quantitative probabilistic verification, LTL formulae need to be translated into deterministic $\omega$-automata [BK08,CGK13]. Until recently, this required to proceed in two steps: first translate the formula into a non-deterministic Büchi automaton (NBA), and then apply Safra’s construction [Saf88], or improvements on it [Pit06,Sch09] to transform the NBA into a deterministic automaton (usually a Rabin automaton, or DRA). This is also the approach adopted in PRISM [KNP11], a leading probabilistic model checker, which reimplements the optimized Safra’s construction of ltl2dstar [Kle].

In [KE12] we presented an algorithm that directly constructs a generalized DRA (GDRA) for the fragment of LTL containing only the temporal operators $F$ and $G$. The GDRA can be either (1) degeneralized into a standard DRA, or (2) used directly in the probabilistic verification process [CGK13]. In both cases we get much smaller automata for many formulae. For instance, the standard

* This research was funded in part by the European Research Council (ERC) under grant agreement 267989 (QUAREM) and by the Austrian Science Fund (FWF) project S11402-N23 (RiSE). The author is on leave from Faculty of Informatics, Masaryk University, Czech Republic, and partially supported by the Czech Science Foundation, grant No. P202/12/G061.
approach translates a conjunction of three fairness constraints into an automaton with over a million states, while the algorithm of [KE12] yields a GDRA with one single state (when acceptance is defined on transitions), and a DRA with 462 states. In [GKE12,KLG13] our approach was extended to larger fragments of LTL containing the $X$ operator and restricted appearances of $U$, but a general algorithm remained elusive.

In this paper we present a novel approach able to handle full LTL, and even the alternation-free linear-time $\mu$-calculus. The approach is compositional: the automaton is obtained as a parallel composition of automata for different parts of the formula, running in lockstep\(^1\). More specifically, the automaton is the parallel composition of a master automaton and an array of slave automata, one for each $G$-subformula of the original formula, say $\varphi$. Intuitively, the master monitors the formula that remains to be fulfilled (for example, if $\varphi = (\neg a \land Xa) \lor XXGa$, then the remaining formula after $\emptyset\{a\}$ is $tt$, and after $\{a\}$ it is $XGa$, and takes care of checking safety and reachability properties. The slave for a subformula $G\psi$ of $\varphi$ checks whether $G\psi$ eventually holds, i.e., whether $FG\psi$ holds. It also monitors the formula that remains to be fulfilled, but only partially: more precisely, it does not monitor any $G$-subformula of $\psi$, as other slaves are responsible for them. For instance, if $\psi = a \land Gb \land Gc$, then the slave for $G\psi$ only checks that eventually $a$ always holds, and “delegates” checking $FGb$ and $FGc$ to other slaves. Further, and crucially, the slave may provide the information that not only $FG\psi$, but a stronger formula holds; the master needs this to decide that, for instance, not only $FG\varphi$ but even $XG\varphi$ holds.

The acceptance condition of the parallel composition of master and slaves is a disjunction over all possible subsets of $G$-subformulas, and all possible stronger formulas the slaves can check. The parallel composition accepts a word with the disjunct corresponding to the subset of formulas which hold in it.

The paper is organized incrementally. In Section 3 we show how to construct a DRA for a formula $FG\varphi$, where $\varphi$ has no occurrence of $G$. This gives the DRA for a bottom-level slave. Section 4 constructs a DRA for an arbitrary formula $FG\varphi$, which gives the DRA for a general slave, in charge of a formula that possible has $G$-subformulas. Finally, Section 5 constructs a DRA for arbitrary formulas by introducing the master and its parallel composition with the slaves. Full proofs can be found in [EK14].

**Related work** A comparison of LTL translators into deterministic $\omega$-automata can be found in [BKS13]. Safra’s construction with optimizations described in [KB07] is implemented in the tool ltl2dstar [Kle], and reimplemented in the probabilistic model checker PRISM [KNP11]. There are many constructions translating LTL to NBA [Cou99,DGV99,EH00,SB00,GO01,GL02,Fri03,BKRS12,DL13]. The one recommended by ltl2dstar and used in PRISM is LTL2BA [GO01].

\(^1\) We could also speak of a product of automata, but the operational view behind the term parallel composition helps to convey the intuition.
2 Linear Temporal Logic

In this paper, \( \mathbb{N} \) denotes the set of natural numbers including zero. “For almost every \( i \in \mathbb{N} \)” means for all but finitely many \( i \in \mathbb{N} \).

This section recalls the notion of linear temporal logic (LTL). We consider the negation normal form and we have the future operator explicitly in the syntax:

**Definition 1 (LTL Syntax).** The formulae of the linear temporal logic (LTL) are given by the following syntax:

\[
\varphi ::= \text{tt} | \text{ff} | a | \neg a | \varphi \land \varphi | \varphi \lor \varphi | X\varphi | F\varphi | G\varphi | \varphi U\varphi
\]

over a finite fixed set \( A_p \) of atomic propositions.

**Definition 2 (Words and LTL Semantics).** Let \( w \in (2^{A_p})^\omega \) be a word. The \( i \)th letter of \( w \) is denoted \( w[i] \), i.e., \( w = w[0]w[1] \cdots \). We write \( w_{i,j} \) for the finite word \( w[i]w[i+1] \cdots w[j] \), and \( w_{i,\infty} \) or just \( w_i \) for the suffix \( w[i]w[i+1] \cdots \).

The semantics of a formula on a word \( w \) is defined inductively as follows:

\[
\begin{align*}
\text{if } w &\models \text{tt} & & \text{then } w_1 &\models \varphi \\
\text{if } w &\models \neg a & & \text{then } w_1 &\models \varphi \\
\text{if } w &\models a & & \text{then } \exists k &\in \mathbb{N} : w_k &\models \varphi \\
\text{if } w &\models a & & \text{then } \forall k &\in \mathbb{N} : w_k &\models \varphi \\
\text{if } w &\models \varphi \land \psi & & \text{then } \forall k &\in \mathbb{N} : w_k &\models \psi \\
\text{if } w &\models \varphi \lor \psi & & \text{then } \forall k &\in \mathbb{N} : w_k &\models \psi \\
\text{if } w &\models \varphi U\psi & & \forall 0 &\leq j &< k : w_j &\models \varphi \\
\text{if } w &\models \varphi & & \text{then } w &\models \varphi \lor \psi \\
\text{if } w &\models \psi & & \text{then } w &\models \varphi \lor \psi
\end{align*}
\]

**Definition 3 (Propositional implication).** Given two formulae \( \varphi \) and \( \psi \), we say that \( \varphi \) propositionally implies \( \psi \), denoted by \( \varphi \models_p \psi \), if we can prove \( \varphi \models \psi \) using only the axioms of propositional logic. We say that \( \varphi \) and \( \psi \) are propositionally equivalent, denoted by \( \varphi \equiv_p \psi \), if \( \varphi \) and \( \psi \) propositionally imply each other.

**Remark 4.** We consider formulae up to propositional equivalence, i.e., \( \varphi = \psi \) means that \( \varphi \) and \( \psi \) are propositionally equivalent. Sometimes (when there is risk of confusion) we explicitly write \( \equiv_p \) instead of \( = \).

2.1 The formula \( af(\varphi, w) \)

Given a formula \( \varphi \) and a finite word \( w \), we define a formula \( af(\varphi, w) \), read “\( \varphi \) after \( w \)”. Intuitively, it is the formula that any infinite continuation \( w' \) must satisfy for \( ww' \) to satisfy \( \varphi \).

**Definition 5.** Let \( \varphi \) be a formula and \( \nu \in 2^{A_p} \). We define the formula \( af(\varphi, \nu) \) as follows:

\[
\begin{align*}
af(\text{tt}, \nu) & = \text{tt} & \af(\text{ff}, \nu) & = \text{ff} & \af(X\varphi, \nu) & = \varphi \\
af(a, \nu) & = \begin{cases} \text{tt} & \text{if } a \in \nu \\ \text{ff} & \text{if } a \notin \nu \end{cases} & \af(F\varphi, \nu) & = \varphi \land \af(\varphi, \nu) \\
af(\neg a, \nu) & = \neg \af(a, \nu) & \af(G\varphi, \nu) & = \varphi \lor \af(\varphi, \nu) \\
af(\varphi \land \psi, \nu) & = \af(\varphi, \nu) \land \af(\psi, \nu) & \af(G\varphi U\psi, \nu) & = \varphi \lor (\af(\varphi, \nu) \land \af(\psi, \nu))
\end{align*}
\]
We extend the definition to finite words as follows: \( af(\varphi, \epsilon) = \varphi \) and \( af(\varphi, \nu w) = af(af(\varphi, \nu), w) \). Finally, we define \( \text{Reach}(\varphi) = \{ af(\varphi, w) \mid w \in (2^{\mathcal{A}_p})^* \} \).

Example 6. Let \( \mathcal{A}_p = \{ a \} \), and, for the sake of readability, let \( \alpha = \{ a \} \) and \( \beta = \emptyset \) be the two letters of \( 2^{\mathcal{A}_p} \). Consider the formula \( \varphi = (X \alpha) U (\beta \land X \beta) \).

We have \( af(\varphi, \alpha) = \alpha \land \varphi \), \( af(\varphi, \beta) = \beta \lor (\alpha \land \varphi) \equiv_p \beta \lor \varphi \), and \( \text{Reach}(\varphi) = \{ \varphi, \alpha \land \varphi, \beta \lor \varphi, \texttt{tt}, \texttt{ff} \} \).

Lemma 7. Let \( \varphi \) be a formula, and let \( ww' \in (2^{\mathcal{A}_p})^\omega \) be an arbitrary word. Then \( ww' \models \varphi \) iff \( w' \models af(\varphi, w) \).

Proof. Straightforward induction on the length of \( w \). \( \square \)

3 DRAs for simple FG-formulae

We start with formulae \( \text{FG} \varphi \) where \( \varphi \) is \( \text{G} \)-free, i.e., contains no occurrence of \( \text{G} \). The main building block of our paper is a procedure to construct a DRA recognizing \( L(\text{FG} \varphi) \). (Notice that even the formula \( \text{FG} a \) has no deterministic Büchi automaton.) We proceed in two steps. First we introduce Mojmir automata and construct a Mojmir automaton that clearly recognizes \( L(\text{FG} \varphi) \). We then show how to transform Mojmir automata into equivalent DRAs.

A Mojmir automaton\(^2\) is a deterministic automaton that, at each step, puts a fresh token in the initial state, and moves all older tokens according to the transition function. The automaton accepts if all but finitely many tokens eventually reach an accepting state.

Definition 8. A Mojmir automaton \( \mathcal{M} \) over an alphabet \( \Sigma \) is a tuple \( (Q, i, \delta, F) \), where \( Q \) is a set of states, \( i \in Q \) is the initial state, \( \delta : Q \times \Sigma \to Q \) is a transition function, and \( F \subseteq Q \) is a set of accepting states satisfying \( \delta(F, \Sigma) \subseteq F \), i.e., states reachable from final states are also final.

The run of \( \mathcal{M} \) over a word \( w[0]w[1] \cdots \in (2^{\mathcal{A}_p})^\omega \) is the infinite sequence \( (q_0^0, q_0^1)(q_1^0, q_1^1, q_1^2) \cdots \) such that

\[
q_{\text{step}} = \begin{cases} 
  i & \text{if token = step}, \\
  \delta(q_{\text{token}}^{-1}, w[\text{step} - 1]) & \text{if token < step}
\end{cases}
\]

A run is accepting if for almost every token \( \in \mathbb{N} \) there exists step \( \geq \text{token} \) such that \( q_{\text{step}} \in F \).

Notice that if two tokens reach the same state at the same time point, then from this moment on they “travel together”.

The Mojmir automaton for a formula \( \varphi \) has formulae as states. The automaton is constructed so that, when running on a word \( w \), the \( i \)-th token “tracks” the formula that must hold for \( w_i \) to satisfy \( \varphi \). That is, after \( j \) steps the \( i \)-th token is on the formula \( af(\varphi, w_{ij}) \). There is only one accepting state here, namely the one propositionally equivalent to \( \texttt{tt} \). Therefore, if the \( i \)-th token reaches an accepting state, then \( w_i \) satisfies \( \varphi \).

\(^2\) Named in honour of Mojmír Křetínský, father of one of the authors
Definition 9. Let \( \varphi \) be a \( G \)-free formula. The Mojmir automaton for \( \varphi \) is 
\[ M(\varphi) = (\operatorname{Reach}(\varphi), \varphi, \operatorname{af}, \{ \text{tt} \}). \]

Example 10. Figure 1 on the left shows the Mojmir automaton for the formula 
\[ \varphi = (X\alpha) U (\beta \land X\beta) \]
of Example 6.

Fig. 1. A Mojmir automaton for \( \varphi = (X\alpha) U (\beta \land X\beta) \) and its corresponding DRA.

Since \( M(\varphi) \) accepts iff almost every token eventually reaches an accepting state, 
\( M(\varphi) \) accepts a word \( w \) iff \( w \models \text{FG}\varphi \).

Lemma 11. Let \( \varphi \) be a \( G \)-free formula and let \( w \) be a word. Then \( w \models \varphi \) iff 
\( \operatorname{af}(\varphi, w_0) = \text{tt} \) for some \( i \in \mathbb{N} \).

Theorem 12. Let \( \varphi \) be a \( G \)-free formula. Then 
\[ L(M(\varphi)) = L(\text{FG}\varphi). \]

3.1 From Mojmir automata to DRAs

Given a Mojmir automaton \( M = (Q, i, \delta, \phi) \) we construct an equivalent DRA. 
We illustrate all steps on the Mojmir automaton on the left of Figure 1. It is convenient to use shorthands \( q_a \) to \( q_e \) for state names as shown in the figure.

We label tokens with their dates of birth (token \( i \) is the token born at “day” \( i \)). Initially there is only one token, token 0, placed on the initial state \( i \). If, say, 
\( \delta(i, \nu) = q \), then after \( M \) reads \( \nu \) token 0 moves to \( q \), and token 1 appears on \( i \).

A state of a Mojmir automaton is called a sink if it is not the initial state and 
all its outgoing transitions are self-loops. For instance, states \( q_d \) and \( q_e \) are 
the sinks of the automaton on the left of Figure 1. We define a configuration of 
\( M \) as a mapping \( C: Q \setminus S \to 2^\mathbb{N} \), where \( S \) is the set of sinks and \( C(q) \) is the set of 
(dates of birth of the) tokens that are currently at state \( q \). Notice that we do not keep track of tokens in sinks.

We extend the transition function to configurations: \( \delta(C) \) is the configuration obtained by moving all tokens of \( C \) according to \( \delta \). Let us represent a configuration \( C \) of our example by the vector \((C(q_a), C(q_b), C(q_e))\). For instance, we have 
\( \delta((\{1\}, \emptyset, \{0\}, \alpha)) = (\{2\}, \{0, 1\}, \emptyset) \). We represent a run as an infinite sequence of configurations starting at \((\{0\}, \emptyset, \ldots, \emptyset)\). Then the run 
\[ (q_a) \xrightarrow{\alpha} (q_e, q_a) \xrightarrow{\alpha} (q_b, q_e, q_a) \xrightarrow{\beta} (q_d, q_d, q_e, q_a) \cdots \]
is represented by

\[(0, \emptyset, \emptyset) \xrightarrow{\beta} (1, \emptyset, 0) \xrightarrow{\alpha} (2, \{0, 1\}, \emptyset) \xrightarrow{\beta} (3, \emptyset, 2) \cdots\]

where for readability we identify the singleton \(\{n\}\) and the number \(n\).

We now provide a finite abstraction of configurations. A ranking of \(Q\) is a partial function \(r: Q \rightarrow \{1, \ldots, |Q|\}\) that assigns to some states \(q\) a rank, and and satisfies the following conditions: (1) the initial state is ranked (i.e., \(r(i)\) is defined), and sinks are unranked (i.e., if \(q\) is a sink, then \(r(q)\) is undefined); (2) distinct ranked states have distinct ranks; and (3) if some state has rank \(j\), then some state has rank \(k\) for every \(1 \leq k \leq j\). For \(i < j\), we say that \(i\) is older than \(j\). The abstraction of a configuration \(C\) is the ranking \(\alpha[C]\) defined as follows for every non-sink \(q\):

- If \(C(q) = \emptyset\), then \(q\) is unranked.
- If \(C(q) \neq \emptyset\), then let \(x_q = \min\{C(q)\}\) be the oldest token in \(C(q)\) (remember that tokens are labeled by their date of birth; older tokens have smaller dates of birth). We call \(x_q\) the senior token of state \(q\), and \(\{x_q \in \mathbb{N} \mid q \in Q\}\) the set of senior tokens. We define \(\alpha[C](q)\) as the seniority rank of \(x_q\): if \(x_q\) is the oldest senior token, then \(\alpha[C](q) = 1\); if it is the second oldest, then \(\alpha[C](q) = 2\), and so on.

For instance, the senior tokens of \((2, \{0, 1\}, \emptyset)\) are 2 and 0, and so \(\alpha(2, \{0, 1\}, \emptyset) = (2, 1, \perp)\) (recall that sinks are unranked). Notice that there are only finitely many rankings, and so only finitely many abstract configurations. The transition function \(\delta\) can be lifted to a transition function \(\delta'\) on abstract configurations by defining \(\delta'(\alpha[C], \nu) = \alpha[\delta(C, \nu)]\). It is easy to see that \(\delta'(\alpha[C], \nu)\) can be computed directly from \(\alpha[C]\) (even if \(C\) is not known). We describe how, and at the same time illustrate the construction on the abstract configuration \((3, 2, 1)\) of our running example and \(\nu = \alpha\).

(i) Move the senior tokens according to \(\delta\). (Tokens with ranks 1, 2, 3 all move to \(q_a\).)
(ii) If a state holds more than one token, keep only the most senior token. (Only the token with rank 1 survives.)
(iii) Recompute the seniority ranks of the remaining tokens. (In this case unnecessary; if after step (ii) we also had a token with rank 3 on state, say \(q_c\), then its rank would be upgraded to 2.)
(iv) If there is no token on the initial state, add one with the next lowest seniority rank. (Add a token to \(q_a\) of rank 2.)

Example 13. Figure 1 shows on the right the transition system generated by the function \(\delta'\) starting at the abstract configuration \((1, \perp, \perp)\).

It is useful to think of tokens as companies that can buy other companies: at step (2), the senior company buys all junior companies; they all get the rank of the senior company, and from this moment on travel around the automaton together with the senior company. So, at every moment in time, every token in a
non-sink state has a rank (the rank of its senior token). The rank of a token can
age as it moves along the run, for two different reasons: its senior token can be
bought by another senior token of an older rank, or all tokens of an older rank
reach a sink. However, ranks can never get younger.

Further, observe that in any run, the tokens that never reach any sink even-
tually get the oldest ranks, i.e., ranks 1 to \(i-1\) for some \(i \geq 1\). We call these
tokens squatters. Each squatter either enters the set of accepting states (and
stays there by assumption on Mojmir automata) or never visits any accepting
state. Now, consider a run in which almost every token succeeds. Squatters that
never visit accepting states eventually stop buying other tokens, because other-
wise infinitely many tokens would travel with them, and thus infinitely many
tokens would never reach final states. So the run satisfies these conditions:

1. Only finitely many tokens reach a non-accepting sink (“fail”).
2. There is a rank \(i\) such that
   2.1. tokens of rank older than \(i\) buy other tokens in non-accepting states only
       finitely often, and
   2.2. infinitely many tokens of rank \(i\) reach an accepting state (“succeed”).

Conversely, we prove that if infinitely many tokens never succeed, then (1) or (2)
does not hold. If infinitely many tokens fail, then (1) does not hold. If only finitely
many tokens fail, but infinitely many tokens squat in non-accepting non-sinks,
then (2) does not hold. Indeed, since the number of states is finite, infinitely
many squatters get bought in non-accepting states and, since ranks can only
improve, their ranks eventually stabilize. Let \(j-1\) be the youngest rank such
that infinitely many tokens stabilize with that rank. Then the squatters are
exactly the tokens of ranks \(1, \ldots, j-1\), and infinitely many tokens of rank \(j\)
reach (accepting) sinks. But then (2.2) is violated for every \(i < j\), and (2.1) is
violated for every \(i \geq j\) as, by the pigeonhole principle, there is a squatter (with
rank older than \(j\)) residing in non-accepting states and buying infinitely many
tokens.

So the runs in which almost every token succeeds are exactly those satisfying (1) and (2). We define a Rabin automaton having rankings as states, and
accepting exactly these runs. We use a Rabin condition with pairs of sets of tran-
sitions, instead of states.\(^3\) Let \(\text{fail}\) be the set of transitions that move a token
into a non-accepting sink. Further, for every rank \(j\) let \(\text{succeed}(j)\) be the set of
transitions that move a token of rank \(j\) into an accepting state, and \(\text{buy}(j)\) the
set of transitions that move a token of rank older than \(j\) and another token into
the same non-accepting state, causing one of the two to buy the other.

\[\text{Example 14.}\] Let us determine the accepting pairs of the DRA on the right of
Figure 1. Since the Mojmir automaton has three non-sink states, states can
have ranks \(1, 2, 3\), and so we there are three Rabin pairs. We have \(\text{fail} =
\{t_4\}, \text{buy}(1) = \emptyset, \text{succeed}(1) = \{t_6\}, \text{and} \text{buy}(2) = \text{buy}(3) = \{t_3, t_5\},
\text{succeed}(2) = \emptyset.\)

\(^3\) It is straightforward to give an equivalent automaton with a condition on states, but
 transitions are better for us.
Definition 15. Let \( \mathcal{M} = (Q, i, \delta, F) \) be a Mojmir automaton with a set \( S \) of sinks. The deterministic Rabin automaton \( \mathcal{R}(\mathcal{M}) = (Q_R, i_R, \delta_R, V_{i=1}^{[Q]} P_i) \) is defined as follows:

- \( Q_R \) is the set of rankings \( r: Q \to \{1, \ldots, |Q|\} \);
- \( i_R \) is the ranking defined only at the initial state \( i \) (and so \( i_R(i) = 1 \));
- \( \delta_R(r, \nu) = \alpha[\delta(r, \nu)] \) for every ranking \( r \) and letter \( \nu \);
- \( P_j = (\text{fail} \cup \text{buy}(j), \text{succeed}(j)) \), where

\[
\begin{align*}
\text{fail} &= \{(r, \nu, s) \in \delta_R \mid \exists q \in Q : r(q) \in \mathbb{N} \land \delta(q, \nu) \in S \setminus F\} \\
\text{succeed}(j) &= \{(r, \nu, s) \in \delta_R \mid \exists q \in Q : r(q) = j \land \delta(q, \nu) \in F\} \\
\text{buy}(j) &= \{(r, \nu, s) \in \delta_R \mid \exists q, q' \in Q : r(q) < j \land r(q') \in \mathbb{N} \\
&\quad \land \delta(q, \nu) = \delta(q', \nu) \notin F\}
\end{align*}
\]

We say that a word \( w \in \mathcal{L}(\mathcal{R}(\mathcal{M})) \) is accepted at rank \( j \) if \( P_j \) is the accepting pair in the run of \( \mathcal{R}(\mathcal{M}) \) on \( w \) with smallest index. The rank at which \( w \) is accepted is denoted by \( \text{rk}(w) \).

By the discussion above, we have

Theorem 16. For every Mojmir automaton \( \mathcal{M} \): \( \mathcal{L}(\mathcal{M}) = \mathcal{L}(\mathcal{R}(\mathcal{M})) \).

3.2 The Automaton \( \mathcal{R}(\varphi) \)

Given a \( \mathbf{G} \)-free formula \( \varphi \), we define \( \mathcal{R}(\varphi) = \mathcal{R}(\mathcal{M}(\varphi)) \). By Theorem 12 and Theorem 16, we have \( \mathcal{L}(\mathcal{R}(\varphi)) = \mathcal{L}(\text{FG}\varphi) \).

If \( w \) is accepted by \( \mathcal{R}(\varphi) \) at rank \( \text{rk}(w) \), then we not only know that \( w \) satisfies \( \text{FG}\varphi \). In order to explain exactly what else we know, we need the following definition.

Definition 17. Let \( \delta_R \) be the transition function of the DRA \( \mathcal{R}(\varphi) \) and let \( w \in \mathcal{L}(\varphi) \) be a word. For every \( j \in \mathbb{N} \), we denote by \( \mathcal{F}(w_{0j}) \) the conjunction of the formulae of rank younger than or equal to \( \text{rk}(w) \) at the state \( \delta_R(i_R, w_{0j}) \).

Intuitively, we also know that \( w_j \) satisfies \( \mathcal{F}(w_{0j}) \) for almost every index \( j \in \mathbb{N} \). We set out to prove this. If \( w \models \text{FG}\varphi \), there is a smallest index \( \text{ind}(w, \varphi) \) at which \( \varphi \) “starts to hold”. For every index \( j \geq \text{ind}(w, \varphi) \), we have \( w_j \models \bigwedge_{k=\text{ind}(w, \varphi)}^{j} \text{af}(\varphi, w_{kj}) \). Intuitively, this formula is the conjunction of the formulae “tracked” by the tokens of \( \mathcal{M}(\varphi) \) born on days \( \text{ind}(w, \varphi), \text{ind}(w, \varphi)+1, \ldots, j \). These are the “true” tokens of \( \mathcal{M}(\varphi) \), that is, those that eventually reach an accepting state. We get:

Lemma 18. Let \( \varphi \) be a \( \mathbf{G} \)-free formula and let \( w \in \mathcal{L}(\mathcal{R}(\varphi)) \). Then

\( (1) \ \mathcal{F}(w_{0j}) \equiv \bigwedge_{k=\text{ind}(w, \varphi)}^{j} \text{af}(\varphi, w_{kj}) \) for almost every \( j \in \mathbb{N} \); and
\( (2) \ w_j \models \mathcal{F}(w_{0j}) \) for almost every \( j \in \mathbb{N} \).
4 DRAs for arbitrary FG-formulae

We construct a DRA for an arbitrary formula $\mathbf{FG}$-formula $\mathbf{FG} \varphi$. It suffices to construct a Mojmir automaton, and then apply the construction of Section 3.1. We show that the Mojmir automaton can be defined compositionally, as a parallel composition of Mojmir automata, one for each $G$-subformula.

Definition 19. Given a formula $\varphi$, we denote by $G(\varphi)$ the set of $G$-subformulae of $\varphi$, i.e., the subformulae of $\varphi$ of the form $G \psi$.

More precisely, for every $G \subseteq G(\mathbf{FG} \varphi)$ and every $G \psi \in G$, we construct a Mojmir automaton $M(\psi, G)$. Automata $M(\psi, G)$ and $M(\psi, G')$ for two different sets $G, G'$ have the same transition system, i.e., they differ only on the accepting condition. The automaton $M(\psi, G)$ checks that $\mathbf{FG} \psi$ holds, under the assumption that $\mathbf{FG} \psi'$ holds for all the subformulae $G \psi'$ of $\psi$ that belong to $G$. Circularity is avoided, because automata for $\psi$ only rely on assumptions about proper subformulae of $\psi$. Loosely speaking, the Rabin automaton for $\mathbf{FG} \varphi$ is the parallel composition (or product) of the Rabin automata for the $M(\psi, G)$ (which are independent of $G$), with an acceptance condition obtained from the acceptance conditions of the $M(\psi, G)$.

We only need to define the automaton $M(\varphi, G)$, because the automata $M(\psi, G)$ are defined inductively in exactly the same way. Intuitively, the automaton for $M(\varphi, G)$ does not “track” $G$-subformulae of $\varphi$, it delegates that task to the automata for its subformulae. This is formalized with the help of the following definition.

Definition 20. Let $\varphi$ be a formula and $\nu \in 2^{Ap}$. The formula $af_G(\varphi, \nu)$ is inductively defined as $af(\varphi, \nu)$, with only this difference:

$$af_G(G \varphi, \nu) = G \varphi \quad (\text{instead of } af(\varphi, \nu) = af(\varphi, \nu) \land G \varphi).$$

We define $Reach_G(\varphi) = \{ af_G(\varphi, w) \mid w \in (2^{Ap})^* \}$ (up to $\equiv_p$).

Example 21. Let $\varphi = \psi U \beta$, where $\psi = G(\alpha \land X \beta)$. We have

$$af_G(\varphi, \alpha) = af_G(\psi, \alpha) \land \varphi \equiv_p \psi \land \varphi$$

$$af(\varphi, \alpha) = af(\psi, \alpha) \land \varphi \equiv_p \beta \land \psi \land \varphi$$

Definition 22. Let $\varphi$ be a formula and let $G \subseteq G(\varphi)$. The Mojmir automaton of $\varphi$ with respect to $G$ is the quadruple $M(\varphi, G) = (Reach_G(\varphi), \varphi, af_G, F_G)$, where $F_G$ contains the formulae $\varphi' \in Reach_G(\varphi)$ propositionally implied by $G$, i.e. the formulae satisfying $\bigwedge_{G \psi \in G} G \psi \models_p \varphi'$.

Observe that only the set of accepting states of $M(\varphi, G)$ depends on $G$. The following lemma shows that states reachable from final states are also final.

Lemma 23. Let $\varphi$ be a formula and let $G \subseteq G(\varphi)$. For every $\varphi' \in Reach_G(\varphi)$, if $\bigwedge_{G \psi \in G} G \psi \models_p \varphi'$ then $\bigwedge_{G \psi \in G} G \psi \models_p af_G(\varphi', \nu)$ for every $\nu \in 2^{Ap}$. 


Proof. Follows easily from the definition of $|=_{p}$ and $of_{G}(G\psi) = G\psi$.

Example 24. Let $\varphi = (G\psi)U\beta$, where $\psi = \alpha \land X\beta$. We have $G(\varphi) = \{G\psi\}$, and so two automata $M(\varphi, \emptyset)$ and $M(\varphi, \{G\psi\})$, whose common transition system is shown on the left of Figure 2. We have one single automaton $M(\psi, \emptyset)$, shown on the right of the figure. A formula $\varphi'$ is an accepting state of $M(\varphi, \emptyset)$ if $tt|=_{p} \varphi'$; and so the only accepting state of the automaton on the right is $tt$. On the other hand, $M(\varphi, \{G\psi\})$ has both $G\psi$ and $tt$ as accepting states, but the only accepting state of $M(\psi, \emptyset)$ is $tt$.

![Fig. 2. Mojmir automata for $\varphi = (G\psi) U\beta$, where $\psi = \alpha \land X\beta$.](image)

Theorem 25. Let $\varphi$ be a formula and let $w$ be a word. Then $w|=_{p} FG\varphi$ iff there is $G \subseteq G(\varphi)$ such that (1) $w \in L(M(\varphi,G))$, and (2) $w|=_{p} FG\psi$ for every $G\psi \in G$.

Using induction on the structure of $G$-subformulae we obtain:

Theorem 26. Let $\varphi$ be a formula and let $w$ be a word. Then $w|=_{p} FG\varphi$ iff there is $G \subseteq G(FG\varphi)$ such that $w \in L(M(\psi,G))$ for every $G\psi \in G$.

4.1 The Product Automaton

Theorem 26 allows us to construct a Rabin automaton for an arbitrary formula of the form $FG\varphi$. For every $G\psi \in G(FG\varphi)$ and every $G \subseteq G(FG\varphi)$ let $R(\psi,G) = (Q_{\psi}, i_{\psi}, \delta_{\psi}, Acc^{G}_{\psi})$ be the Rabin automaton obtained by applying Definition 15 to the Mojmir automaton $M(\psi,G)$. Since $Q_{\psi}, i_{\psi}, \delta_{\psi}$ do not depend on $G$, we define the product automaton $P(\varphi)$ as

$$P(\varphi) = \left( \prod_{G\psi \in G(\varphi)} Q_{\psi}, \prod_{G\phi \in G(\varphi)} \{i_{\phi}\}, \prod_{G\psi \in G(\varphi)} \delta_{\psi}, \bigvee_{G \subseteq G(\varphi)} \bigwedge_{G\psi \in G(\varphi)} Acc^{G}_{\psi} \right)$$

Since each of the $Acc^{G}_{\psi}$ is a Rabin condition, we obtain a generalized Rabin condition. This automaton can then be transformed into an equivalent Rabin automaton [KE12]. However, as shown in [CGK13], for many applications it is better to keep it in this form. By Theorem 26 we immediately get:

Theorem 27. Let $\varphi$ be a formula and let $w$ be a word. Then $w|=_{p} FG\varphi$ iff there is $G \subseteq G(FG\varphi)$ such that $w \in L(P(\varphi))$. 
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5 DRAs for Arbitrary Formulae

In order to explain the last step of our procedure, consider the following example.

Example 28. Let \( \varphi = b \land X \land G \psi \), where \( \psi = a \land X (b \lor c) \) and let \( Ap = \{a, b, c\} \). The Mojmir automaton \( \mathcal{M}(\psi) \) is shown in the middle of Figure 3. Its corresponding Rabin automaton \( \mathcal{R}(\psi) \) is shown on the right, where the state \((i, j)\) indicates that \( \psi \) has rank \( i \) and \( b \lor c \) has rank \( j \). We have \( \text{fail}(1) = \{t_1, t_5, t_6, t_7, t_8\} \), \( \text{succeed}(1) = \{t_4, t_7\} \), and \( \text{buy}(2) = \{t_3\} \).

Both \( \mathcal{M}(\psi) \) and \( \mathcal{R}(\psi) \) recognize \( L(FG \psi) \), but not \( L(G \psi) \). In particular, even though any word whose first letter does not contain \( a \) can be immediately rejected, \( \mathcal{M}(\psi) \) fails to capture this. This is a general problem of Mojmir automata: they can never “reject (or accept) in finite time” because the acceptance condition refers to an infinite number of tokens.

Both \( \mathcal{M}(\psi) \) and \( \mathcal{R}(\psi) \) recognize \( L(FG \psi) \), but not \( L(G \psi) \). In particular, even though any word whose first letter does not contain \( a \) can be immediately rejected, \( \mathcal{M}(\psi) \) fails to capture this. This is a general problem of Mojmir automata: they can never “reject (or accept) in finite time” because the acceptance condition refers to an infinite number of tokens.

![Fig. 3. Automata \( T(\varphi) \), \( M(\psi) \), and \( R(\psi) \) for \( \varphi = b \land X \land G \psi \) and \( \psi = a \land X (b \lor c) \).](image)

5.1 Master Transition System

The “accept/reject in finite time” problem can be solved with the help of the master transition system (an automaton without an accepting condition).

Definition 29. Let \( \varphi \) be a formula. The master transition system for \( \varphi \) is the tuple \( T(\varphi) = (\text{Reach}(\varphi), \varphi, \text{af}) \).

The master transition system for the formula of Example 28 is shown on the left of Figure 3. Whenever we enter state \( \text{ff} \), we have \( \text{af}(\varphi, w) = \text{ff} \) for the word \( w \) read so far, and so the run is not accepting.

Consider now the word \( w = \{a, b, c\}^\omega \), which clearly satisfies \( \varphi \). How do master \( T(\varphi) \) and slave \( \mathcal{M}(\psi) \) decide together that \( w \models \varphi \) holds? Intuitively, \( \mathcal{M}(\psi) \) accepts, and tells the master that \( w \models FG \psi \) holds. The master reaches
the state \((b \cup c) \land G\psi\) and stays there forever. Since she knows that \(FG\psi\) holds, the master deduces that \(w \models \varphi\) holds if \(w \models FG(b \cup c)\). But where can it get this information from?

At this point the master resorts to Lemma 18: the slave \(M(\psi)\) (or, more precisely, its Rabin automaton \(R(\psi)\)) not only tells the master that \(w\) satisfies \(FG\psi\), but also at which rank, and so that \(w_j\) satisfies \(F(w_{0j})\) for almost every \(j \in \mathbb{N}\). In our example, during the run \(w = \{a, b, c\}^\omega\), all tokens flow down the path \(a \land X(b \cup c) \xrightarrow{a} b \cup c \xrightarrow{c} tt\) “in lockstep”. No token buys any other, and all tokens of rank 1 succeed. The corresponding run of \(R(\psi)\) executes the sequence \(t_2t_1^*\) of transitions, stays in \((2, 1)\) forever, and accepts at rank 1. So we have \(F(w_{0j}) = (b \cup c) \land \psi\) for every \(j \geq 0\), and therefore the slave tells the master that \(w_j \models (b \cup c)\) for almost every \(j \in \mathbb{N}\).

So in this example the information required by the master is precisely the additional information supplied by \(M(\psi)\). The next theorem shows that this is always the case.

**Theorem 30.** Let \(\varphi\) be a formula and let \(w\) be a word. Let \(G\) be the set of formulae \(G\psi \in G(\varphi)\) such that \(w \models FG\psi\). We have \(w \models \varphi\) iff for almost every \(i \in \mathbb{N}\):

\[
\bigwedge_{G\psi \in G} \left(G\psi \land F(\psi, w_{0i})\right) \models P(\varphi, w_{0i}).
\]

The automaton recognizing \(\varphi\) is a product of the automaton \(P(\varphi)\) defined in Section 4.1, and \(T(\varphi)\). The run of \(P(\varphi)\) of a word \(w\) determines the set \(G \subseteq G(\varphi)\) such that \(w \models FG\psi\) iff \(\psi \in G\). Moreover, each component of \(P(\varphi)\) accepts at a certain rank, and this determines the formula \(F(\psi, w_{0i})\) for every \(i \geq 0\) (it suffices to look at the state reached by the component of \(P(\varphi)\) in charge of the formula \(\psi\)). By Theorem 30, it remains to check whether eventually

\[
\bigwedge_{G\psi \in G} \left(G\psi \land F(\psi, w_{0i})\right) \models P(\varphi, w_{0i})
\]

holds. This is done with the help of \(T(\varphi)\), which “tracks” \(af(\varphi, w_{0i})\). To check the property, we turn the accepting condition into a disjunction not only on the possible \(G \subseteq G(\varphi)\), but also on the possible rankings that assign to each formula \(G\psi \in G\) a rank. This corresponds to letting the product guess which \(G\)-subformulae will hold, and at which rank they will be accepted. The slaves check the guess, and the master checks that it eventually only visits states implied by the guess.

### 5.2 The GDRA \(A(\varphi)\)

We can now formally define the final automaton \(A(\varphi)\) recognizing \(\varphi\). Let \(P(\varphi) = (Q_P, i_P, \delta_P, Acc_P)\) be the product automaton described in Section 4.1, and let \(T(\varphi) = (Reach(\varphi), \varphi, af)\). We let

\[
A(\varphi) = (Reach(\varphi) \times Q_P, (\varphi, i_P), af \times \delta_P, Acc)
\]

where the accepting condition \(Acc\) is defined top-down as follows:
Acc is a disjunction containing a disjunct $Acc^G_\pi$ for each pair $(G, \pi)$, where $G \subseteq G(\phi)$ and $\pi$ is a mapping assigning to each $\psi \in G$ a rank, i.e., a number between 1 and the number of Rabin pairs of $R(\phi, G)$.

The disjunct $Acc^G_\pi$ is a conjunction of the form $Acc^G_\pi = M^G_\pi \land \bigwedge_{\psi \in G} Acc_\pi(\psi)$.

Condition $Acc_\pi(\psi)$ states that $R(\psi, G)$ accepts with rank $\pi(\psi)$ for every $\psi \in G$. It is therefore a Rabin condition with only one Rabin pair.

Condition $M^G_\pi$ states that $A(\phi)$ eventually stays within a subset $F$ of states defined as follows. Let $(\phi', r_{\psi_1}, \ldots, r_{\psi_k}) \in Reach(\phi) \times Q_p$, where $r_{\psi}$ is a ranking of the formulae of $Reach_G(\psi)$ for every $G \psi \in G(\phi)$, and let $F(r_{\psi})$ be the conjunction of the states of $R(\psi)$ to which $r_{\psi}$ assigns rank $\pi(\psi)$ or higher. Then

$$(\phi', r_{\psi_1}, \ldots, r_{\psi_k}) \in F \quad \text{iff} \quad \bigwedge_{G \psi \in G} G \psi \land F(r_{\psi}) \models_p \phi'.$$

Notice that $M^G_\pi$ is a co-Büchi condition, and so a Rabin condition with only one pair.

**Theorem 31.** For any LTL formula $\phi$, $L(A(\phi)) = L(\phi)$.

### 6 The Alternation-Free Linear-Time $\mu$-calculus

The linear-time $\mu$-calculus is a linear-time logic with the same expressive power as Büchi automata and DRAs (see e.g. [Var88, Dam92]. It extends propositional logic with the next operator $X$, and least and greatest fixpoints. This section is addressed to readers familiar with this logic. We take as syntax

$$\phi ::= tt \mid ff \mid a \mid \neg a \mid y \mid \phi \land \phi \mid \phi \lor \phi \mid X \phi \mid \mu x. \phi \mid \nu x. \phi$$

where $y$ ranges over a set of variables. We assume that if $\sigma y. \phi$ and $\sigma z. \psi$ are distinct subformulae of a formula, then $y$ and $z$ are also distinct. A formula is alternation-free if for every subformula $\mu y. \phi$ ($\nu y. \phi$) no path of the syntax tree leading from $\mu y (\nu y)$ to $y$ contains an occurrence of $\nu z (\mu z)$ for some variable $z$.

For instance, $\mu y.(a \lor \mu z.(y \lor X z)$ is alternation-free, but $\nu y, \nu z((a \land y) \lor X z)$ is not. It is well known that the alternation-free fragment is strictly more expressive than LTL and strictly less expressive than the full linear-time $\mu$-calculus. In particular, the property “$a$ holds at every even moment” is not expressible in LTL, but corresponds to $\nu y.(a \land X X y)$.

Our technique extends to the alternation-free linear-time $\mu$-calculus. We have refrained from presenting it for this more general logic because it is less well known and formulae are more difficult to read. We only need to change the definition of the functions $af$ and $af_G$. For the common part of the syntax (everything but the fixpoint formulae) the definition is identical. For the rest we define

$$af(\mu y. \phi, \nu) = af(\phi, \nu) \lor \mu y. \phi \quad af_G(\mu y. \phi, \nu) = af_G(\phi, \nu) \lor \mu y. \phi$$

$$af(\nu y. \phi, \nu) = af(\phi, \nu) \land \nu y. \phi \quad af_G(\nu y. \phi, \nu) = \nu y. \phi$$
The automaton $A(\varphi)$ is a product of automata, one for every $\nu$-subformula of $\varphi$, and a master transition system. Our constructions can be reused, and the proofs require only technical changes in the structural inductions.

7 Experimental results

We compare the performance of the following tools and methods:

(T1) ltl2dstar [Kle] implements and optimizes [KB07] Safra's construction [Saf88]. It uses LTL2BA [GO01] to obtain the non-deterministic Büchi automata (NBA) first. Other translators to NBA may also be used, such as Spot [DL13] or LTL3BA [BKRS12] and in some cases may yield better results (see [BKS13] for comparison thereof), but LTL2BA is recommended by ltl2dstar and is used this way in PRISM [KNP11].

(T2) Rabinizer [GKE12] and Rabinizer 2 [KLG13] implement a direct construction based on [KE12] for fragments LTL($F$, $G$) and LTL$_\nu$GU, respectively. The latter is used only on formulae not in LTL($F$, $G$).

(T3) LTL3DRA [BBKS13] which implements a construction via alternating automata, which is “inspired by [KE12]” (quoted from [BBKS13]) and performs several optimizations.

(T4) Our new construction. Notice that we produce a state space with a logical structure, which permits many optimizations; for instance, one could incorporate the suspension optimization of LTL3BA [BBDL+13]. However, in our prototype implementation we use only the following optimization: In each state we only keep track of the slaves for formulae $\psi$ that are still “relevant” for the master's state $\varphi$, i.e. $\varphi[\psi/tt] \not\equiv_p \varphi[\psi/ff]$. For instance, after reading $\emptyset$ in $GFa \lor (b \land GFc)$, it is no longer interesting to track if $c$ occurs infinitely often.

Table 1 compares these four tools. For T1 and T2 we produce DRAs (although Rabinizer 2 can also produce GDRAs). For T3 and T4 we produce GDRAs with transition acceptance (tGDRAs), which can be directly used for probabilistic model checking without blow-up [CGK13]. The table shows experimental results on four sets of formulae (see the four parts of the table)

1. Formulae of the LTL($F$, $G$) fragment taken from (i) BEEM (BEEnchmarks for Explicit Model checkers) [Pel07] and from [SB00] on which ltl2dstar was originally tested [KB06] (see [EK14]); and (ii) fairness-like formulae. All the formulae were used already in [KE12,BBKS13]. Our method usually achieves the same results as the optimized LTL3DRA, outperforming the first two approaches.

2. Formulae of LTL$_\nu$GU taken from [KLG13] and [EH00]. They illustrate the problems of the standard approach to handle (i) $X$ operators inside the scope of other temporal operators and (ii) conjunctions of liveness properties.

3. Some further formulae illustrating the same phenomenon.

4. Some complex LTL formulae expressing “after Q until R” properties, taken from SPEC PATTERN [DAC99] (available at [spe]).
Table 1. Some experimental results

<table>
<thead>
<tr>
<th>Formula</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGa ∨ GFb</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(FGa ∨ GFb) ∧ (FGc ∨ GFd)</td>
<td>11324</td>
<td>18</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \bigwedge_{i=1}^3 (GFa_i → GFb_i) )</td>
<td>1304706</td>
<td>462</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(( \bigwedge_{i=1}^3 GFa_i )) → GFb</td>
<td>?</td>
<td>64</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \bigwedge_{i=1}^3 (GFa_i → GFa_{i+1}) )</td>
<td>572</td>
<td>11</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \bigwedge_{i=1}^3 (GFa_i → GFa_{i+1}) )</td>
<td>290046</td>
<td>52</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(( X \mid (G r ∨ r U(r ∧ s U p)) )) U (G r ∨ r U(r ∧ a))</td>
<td>18</td>
<td>9</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>pU(q ∧ X(r ∧ (F(s ∧ X(F(t ∧ X(F(u ∧ XFv))))))))</td>
<td>9</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>(GF(a ∧ XXb) ∨ FGb) ∧ FG(c ∧ (Xa ∧ XXb))</td>
<td>353</td>
<td>73</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>GF(XXXa ∧ XXXXb) ∧ GF(b ∨ Xc) ∧ GF(c ∧ XXa)</td>
<td>2127</td>
<td>169</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>(GF(a ∧ XXc) ∨ FGb) ∧ (GFc ∨ FG(d ∧ Xa ∧ XXb))</td>
<td>18176</td>
<td>80</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>aUb ∧ (GFa ∨ FGb) ∧ (GFc ∨ FGd)</td>
<td>7</td>
<td>120</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>( \bigwedge_{aUb} (GFa ∨ FGb) ∧ (GFc ∨ FGd) )</td>
<td>2053</td>
<td>--</td>
<td>11</td>
<td>--</td>
</tr>
<tr>
<td>FG((a ∧ XXb ∧ GFb) U (G(XXc ∧ XX(a ∧ b)))</td>
<td>283</td>
<td>--</td>
<td>7</td>
<td>--</td>
</tr>
<tr>
<td>(FGa ∧ F(b ∧ XLc) ∧ GF(aUd)) ∧ GF((Xd)U(b ∧ GC))</td>
<td>314</td>
<td>--</td>
<td>32</td>
<td>--</td>
</tr>
<tr>
<td>ϕ_{35} : 2 cause-1 effect precedence chain</td>
<td>6</td>
<td>--</td>
<td>6</td>
<td>--</td>
</tr>
<tr>
<td>ϕ_{40} : 1 cause-2 effect precedence chain</td>
<td>314</td>
<td>--</td>
<td>32</td>
<td>--</td>
</tr>
<tr>
<td>ϕ_{30} : 2 stimulus-1 response chain</td>
<td>1450</td>
<td>--</td>
<td>78</td>
<td>--</td>
</tr>
<tr>
<td>ϕ_{50} : 1 stimulus-2 response chain</td>
<td>28</td>
<td>--</td>
<td>23</td>
<td>--</td>
</tr>
</tbody>
</table>

All automata were constructed within a few seconds, with the exception of the larger automata generated by ltl2dstar: the automata over ten thousand states took several minutes each, and the automaton for \( \bigwedge_{i=1}^3 (GFa_i → GFb_i) \) more than a day. Except for this formula, the timeout was set to five minutes and denoted by ?; not applicability of the tool to the formula is denoted by --. Additional details and more experimental results can be found in [EK14].

8 Conclusions

We have presented the first direct translation from LTL formulae to deterministic Rabin automata able to handle arbitrary formulae. We exploit the structure of the formula to compute the automaton in a compositional way, as a parallel composition of a master automaton and a number of slaves, one for each G-subformula. The construction generalizes previous ones for LTL fragments [KE12,GKE12,KLG13].

We have conducted a detailed experimental comparison. Our construction outperforms two-step approaches that first translate the formula into a Büchi automaton and then apply Safra’s construction. Moreover, despite handling full LTL, it is at least as efficient as previous constructions for fragments. Finally, we produce a (often much smaller) generalized Rabin automaton, which can be
directly used for verification, without a further translation into a standard Rabin automaton.

The compositional approach opens the door to many possible optimizations. Since slave automata are typically very small, we can aggressively try to optimize them, knowing that each reduced state in one slave potentially leads to large savings in the final number of states of the product. So far we have only implemented the simplest optimizations, and we think there is still much room for improvement.
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