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We present a new approach to the type inference problem for dynamic languages. Our goal is to combine logical constraints, that is, deterministic information from a type system, with natural constraints, that is, uncertain statistical information about types learnt from sources like identifier names. To this end, we introduce a framework for probabilistic type inference that combines logic and learning: logical constraints on the types are extracted from the program, and deep learning is applied to predict types from surface-level code properties that are statistically associated. The foremost insight of our method is to constrain the predictions from the learning procedure to respect the logical constraints, which we achieve by relaxing the logical inference problem of type prediction into a continuous optimisation problem. We build a tool called OptTyper to predict missing types for TypeScript files. OptTyper combines a continuous interpretation of logical constraints derived by classical static analysis of TypeScript code, with natural constraints obtained from a deep learning model, which learns naming conventions for types from a large codebase. By evaluating OptTyper, we show that the combination of logical and natural constraints yields a large improvement in performance over either kind of information individually and achieves a 4% improvement over the state-of-the-art. The full paper of this work is available on arxiv \cite{1}.

In our view, probabilistic type inference should be considered as a constrained problem, as it makes no sense to suggest types that violate type constraints. To respect this principle, a principled framework for probabilistic type inference that couples hard, logical type constraints with soft constraints drawn from structural, natural patterns into a single optimisation problem. While, in theory, there is the option of filtering out the incorrect predictions, our framework goes beyond that; our composite optimisation serves as a communication channel between the two different sources of information.

Current type inference systems rely on one of two sources of information (I) Logical Constraints on type annotations that follow from the type system. These are the constraints used by standard deterministic approaches for static type inference.

\cite{1} This work was supported by Microsoft Research through its PhD Scholarship Programme.
Natural Constraints are statistical constraints on type annotations that can be inferred from relationships between types and surface-level properties such as names and lexical context. These constraints can be learned by applying machine learning to large codebases.

Our goal is to improve the accuracy of probabilistic type inference by combining both kinds of constraints into a single analysis, unifying logic and learning into a single framework. We start with a formula that defines the logical constraints on the types of a set of identifiers in the program, and a machine learning model, such as a deep neural network, that probabilistically predicts the type of each identifier.

The key idea behind our methods is a continuous relaxation of the logical constraints. This means that we relax the logical formula into a continuous function by relaxing type environments to probability matrices and defining a continuous semantic interpretation of logical expressions. The relaxation has a special property, namely, that when this continuous function is maximised with respect to the relaxed type environment, we obtain a discrete type environment that satisfies the original constraints. The benefit of this relaxation is that logical constraints can now be combined with the probabilistic predictions of type assignments that are produced by machine learning methods.

More specifically, this allows us to define a continuous function over the continuous version of the type environment that sums the logical and natural constraints. And once we have a continuous function, we can optimise it: we set up an optimisation problem that returns the most natural type assignment for a program, while at the same time respecting type constraints produced by traditional type inference. Our main contributions follow:

- We introduce a general, principled framework that uses soft logic to combine logical and natural constraints for type inference, based on transforming a type inference procedure into a single numerical optimisation problem.
- We instantiate this framework in OptTyper, a probabilistic type inference tool for TypeScript.
- We evaluate OptTyper and find that combining logical and natural constraints has better performance than either alone. Further, OptTyper outperforms state-of-the-art systems, LambdaNet, DeepTyper and JSNice.
- We show how OptTyper achieves its high performance by combining Logical and Natural constraints as an optimisation problem at test time.

Fig. 1 illustrates our general framework through a simplified running example of predicting types. Our input is a minimal function with no type annotations on its parameters or result. To begin, in Box (a), we propose fresh type annotations \texttt{START} and \texttt{END} for each parameter and \texttt{ADDNUM} for the return type. We insert these annotations into the function’s definition. Our logical constraints on these types represent knowledge obtained by a symbolic analysis of the code in the function’s body. In our example, the use of a binary operation implies that the two parameter types are equal. Box (c) shows a minimal set of logical constraints that state that \texttt{addNum}’s two operands have the same type. In general, the logical...
Fig. 1: An overview of the three type inference procedures via a minimal example.

Constraints can be much more complex than our simple example. If we only have logical constraints, we cannot tell whether `string` or `number` is a better solution, and so may fall back to the type `any`. The crux of our approach is to take into account natural constraints; that is, statistical properties learnt from a source code corpus that seek to capture human intention. In particular, we use a machine learning model to capture naming conventions over types. We represent the solution space for our logical or natural constraints or their combination as a $V \times T$ matrix $P$ of the form in Box (b): each row vector is a discrete probability distribution over our universe of $T = 3$ concrete types (`number`, `string`, and `any`) for one of our $V = 3$ identifiers. Box (d) shows the natural constraints
\( \mathcal{M} \) induced by the identifier names for the parameters and the function name itself. Intuitively, Box (d) shows that a programmer is more likely to name a variable \texttt{start} or \texttt{end} if she intends to use it as a \texttt{number} than as a \texttt{string}. We can relax the boolean constraint to a numerical function on probabilities as shown in Box (c). When we numerically optimise the resulting expression, we obtain the matrix in Box (e); it predicts that both variables are strings with high probability. Although the objective function is symmetric between \texttt{string} and \texttt{number}, the solution in (e) is asymmetric because it depends on the initialisation of the optimiser. Finally, Box (f) shows an optimisation objective that combines both sources of information: \( E \) consists of the logical constraints and each probability vector \( \mu_v \) (the row of \( \mathcal{M} \) for \( v \)) is the natural constraint for variable \( v \). Box (f) also shows the solution matrix and Box (g) shows the induced type annotations, now all predicted to be \texttt{number}.
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Despite the astonishing successes in Reinforcement Learning (RL) [8], unsafe exploration still prevents its deployment to real-world tasks [2]. This issue has motivated the study of constrained RL to ensure safety [4]. In this framework, an agent interacts with an environment modeled as a Constrained Markov Decision Process (CMDP) [1] without knowledge about the transition, reward, and cost functions. In safe RL [6], the cost function is used as a proxy to distinguish between safe and unsafe behaviors. Therefore, the agent must find a policy with maximum expected reward among the safe policies, those with expected cost smaller than a safety threshold.

Different algorithms have been proposed for constrained RL with bounded regret in terms of performance and in terms of constraint violation, such as the OptCMDP algorithm [5]. However, these algorithms may still violate the constraints during the early episodes, since they encourage the agent to explore unknown parts of the environment, making their deployment to real-world tasks infeasible. We aim at developing RL algorithms that can learn without violating the constraints, that is, with no regret in terms of constraint violation.

We observe that often most of the state description is only relevant for the reward signal and does not influence the safety of the agent. In this setting, it can be easy for an expert to define the dynamics relevant for safety. Consider for instance a limit on the consecutive movements of a robot arm to avoid overheating or indicating unsafe areas such as stairs on a mobile robot’s map. Such constraints may be represented in a compact model and are a prerequisite for deploying RL in practice. Hence, we assume that this compact model is known and is represented by an abstract CMDP \( \bar{M} \). This assumption allows the agent to explore, but always within the set of safe policies.

This work has a novel perspective on the use of abstractions. Prior work usually focuses on building a policy for \( M \) that will later be executed in the

* This research is funded by the Netherlands Organisation for Scientific Research (NWO), as part of the Energy System Integration: planning, operations, and societal embedding program and the grants NWO OCENW.KLEIN.187: “Provably Correct Policies for Uncertain Partially Observable Markov Decision Processes” and NWA.1160.18.238: “PrimaVera”.

ground CMDP $\mathcal{M}$. Our approach, however, focuses on computing a policy in the ground CMDP $\mathcal{M}$ and uses the abstract model $\bar{\mathcal{M}}$ to guarantee safety. This allow us to decouple the safety concerns from the reward signal.

Our contribution is four-fold: (i) we study the kind of abstraction sufficient to concisely describe and distill safety dynamics. Using factored MDPs [3], (ii) we devise an example of such abstract model. Assuming such model is given, (iii) we propose the AlwaysSafe algorithm, that learns an optimal policy for the CMDP without violating the constraints. Finally, (iv) we show that this algorithm has no regrets in terms of constraint violation, making it an always safe RL algorithm.

The empirical analysis (Fig. 1) showcases the capabilities of the AlwaysSafe algorithm: (i) it respects the constraints during training, showing no safety regret; (ii) it eventually achieves optimal performance since at the end of training it has no performance regret; and (iii) when the cost function is aligned with the reward it reduces the performance regret.

In summary, the proposed algorithm is always safe during learning, eventually reaches the optimal policy; and decouples exploration from safety issues in RL.
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Research in the reinforcement and supervised learning communities has demonstrated the utility of recurrent neural networks (RNNs) in synthesizing control policies in domains that exhibit temporal behavior \cite{15,3}. The internal memory states of RNNs, such as in long short-term memory (LSTM) architectures \cite{8}, effectively account for temporal behavior by capturing the history from sequential information \cite{12}. Furthermore, in applications that suffer from incomplete information, RNNs leverage history to act as either a state or value estimator \cite{17} or as a control policy \cite{7}.

In safety-critical systems such as autonomous vehicles, policies that are guaranteed to prevent unsafe behavior are necessary. We seek to provide formal guarantees for policies represented by RNNs with respect to temporal logic \cite{13} or reward specifications. Such a verification task is, in general, hard due to the complex, often non-linear, structures of RNNs \cite{11}. Existing work directly employs satisfiability-modulo-theories (SMT) \cite{16} or mixed-integer linear program (MILP) \cite{1}, however, such methods not only scale exponentially in the number of variables but also rely on constructions using only rectified linear units (ReLUs).

We take an iterative and model-based approach, see Fig. 1. We extract a policy from a given RNN in the form of a finite-state controller (FSC) \cite{14}. First, we employ a modification of a discretization technique called quantized bottleneck insertion, introduced in \cite{9}. Basically, the discretization facilitates a mapping of the continuous memory structure of the RNN to a pre-defined number of discrete memory states and transitions of an FSC.

However, this standalone FSC without a formal model is often not sufficient to prove meaningful properties. The proposed approach relies on the exact behavior a policy induces on a specific application that can be modeled formally. We apply the extracted FSC directly to a formal model, and the resulting restricted model is amenable for efficient verification techniques that certify whether a specification is satisfied \cite{2}.

If the specification does not hold, verification methods typically provide diagnostic information on critical parts of the model in the form of so-called counterexamples. We propose to utilize such counterexamples to identify improvements in the extracted FSC or in the underlying RNN. First, increasing the amount of memory states in the FSC may help to approximate the behavior of the RNN more precisely \cite{9}. Second, the RNN may actually require further training data to induce higher-quality policies for the particular application. Existing approaches rely, for example, on loss visualization \cite{6}, but we strive to exploit the information we can gain from the concrete behavior of the RNNs with respect to a formal model. Therefore, in order to decide whether more data are needed in the training of the RNN or whether first the number of memory states in the FSC should be increased, we identify those critical decisions of the current FSC.
that are “arbitrary”. Basically, we measure the entropy [5] of each stochastic choice over actions according to the current FSC-based policy at critical states. That is, if the entropy is high, the decision is deemed arbitrary despite its criticality and further training is required.

We showcase the applicability of the proposed method on partially observable Markov decision processes (POMDPs). With their ability to represent sequential decision-making problems under uncertainty and incomplete information, these models are of particular interest in planning and control [4]. Despite their utility as a modeling formalism and recent algorithmic advances, policy synthesis for POMDPs is hard both theoretically and practically [10]. For reasons outlined earlier, RNNs have recently emerged as efficient policy representations for POMDPs [7]. We detail the proposed approach on POMDPs and combine the scalability and flexibility of an RNN representation with the rigor of formal verification to synthesize POMDP policies that adhere to temporal logic specifications.

We demonstrate the effectiveness of the proposed synthesis approach on a set of POMDP benchmarks. These benchmarks allows for a comparison to well-known POMDP solvers, both with and without temporal logic specifications. The numerical examples show that the proposed method (1) is more scalable, by up to 3 orders of magnitude, than well-known POMDP solvers and (2) achieves higher-quality results in terms of the measure of interest than other synthesis methods that extract FSCs.
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1 Extended Abstract

Program synthesis automatically derives code from a specification, which specifies what the code should do, without describing details of how the code should do it. One classic form of program synthesis is \emph{programming by example} (PBE) [4]. In this form of program synthesis, the user only provides the synthesis tool with a set of input-output pairs, illustrating the desired behavior of the code. Then, the synthesis engine generalizes from the examples, and returns code that works on unspecified examples as well.

A variety of tools, supporting a range of input formats, have been developed to support program synthesis [5, 7, 8]. As a variety of formats leads to challenges in empirically comparing the tools, the Syntax Guided Synthesis format language was proposed [1] as a common specification language for a variety of synthesis problems, including PBE. This format has had enough success to inspire a yearly competition of SyGuS compatible synthesis tools [2].

A SyGuS problem consists of two pieces: a set of constraints, and a grammar. The constraints specify first order logic formulas which must be satisfied by the synthesized function. In the case of a PBE problem, the constraints are simply the input-output examples. The grammar is a set of functions from which the synthesized function must be constructed.

The choice of a grammar is a crucial component of a SyGuS problem. The size of the grammar is a crucial trade off. A large grammar allows for a wide range of synthesized functions, which is essential for many real world applications [9]. However, in practice, existing SyGuS solvers tend to be faster and more effective when given smaller grammars.

In this extended abstract, we outline our machine learning based technique (previously published in [6]) for automated \emph{grammar reduction}. Grammar reduction acts as a preprocessing step to a SyGuS solver, and aims to automatically reduce the size of the grammar before the SyGuS solver is called. This way, even if a large, expressive grammar is initially specified, the SyGuS solver only considers a smaller, hopefully more relevant, subset of that grammar.

Clearly, this technique is risky: there is a danger that the grammar reduction will remove a function that is crucial for the synthesizer to succeed. Our key insight is to split the problem of filtering the grammar into two pieces: a \emph{criticality} prediction, and a \emph{time savings} prediction. The criticality prediction
accounts for the semantics of the problem: it predicts whether a grammatical element is needed to form a solution. The time savings prediction accounts for the implementation of a particular SyGuS solver: it predicts whether removing a grammatical element will save a solver a significant amount of time. To reduce the risk of overly filtering the grammar, we remove only those grammatical elements that we predict are both noncritical and will save the solver significant time.

Our system consists of two learned models - the criticality prediction and the time prediction. The criticality prediction uses a Feed forward neural network, while the time prediction uses an averaging of times with various grammar configurations. The most challenging part of constructing these models lies in collecting the training datasets.

The process for building a dataset for criticality prediction is informed by the type signature of the resulting neural network. Our goal in criticality prediction is to map the tuple of an input-output example and a grammar terminal to a probability that the given terminal is critical for the input-output example. To generate this set, we first use CVC4’s SyGuS support [3] to generate a stream of functions in the grammar. We then generate random inputs to generate input-output examples for each function. From the function, we extract the set of grammar terminals that are present in the function. By taking all combinations of input-output examples and terminals from this set, we begin to generate our dataset. We repeat this process up to a bounded number of functions.

To build the dataset for time prediction, we run permutations of SyGuS queries with CVC4 with a different grammar element removed each time. In this way we can approximate the time saved by removing any one grammar terminal. We note that this model must be specific for the synthesis tool - our timing model built with CVC4 could not be reused for a different SyGuS solver. Currently, the time prediction model does not consider the constraints themselves in making a prediction. Instead, we simply average over our set of all SyGuS queries. Investigating optimizations to this model is an interesting open direction.

Our approach is implemented in a tool named GRT (Grammar Reduction Tool) which can be used as a black box for any existing SyGuS solver. The tool is publicly available at https://github.com/KTMorton/Live_Programming_Research. In our evaluation, we ran GRT on the SyGuS Competition 2019 Strings Track benchmarks. We used GRT as a front end for CVC4, the winner of that track, and found that it reduced overall synthesis times by 47.65%, reducing the time to find a solution on 32 of the 64 benchmarks. Additionally, GRT allowed CVC4 to solve one additional benchmark under the timeout limit (3600 seconds). We also ran GRT without the time prediction component of the model, and found that the system performed much worse - succeeding on only 11 out of the 64 benchmarks. This indicates that when using machine learning models for grammar reduction for program synthesis, it is important to not only consider the semantic model of the problem, but also the implementation of the synthesis tool itself.
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We propose an automatic and formally sound method for synthesising Lyapunov functions for the asymptotic stability, as well as Barrier certificates (or functions) for the safety analysis, of autonomous non-linear dynamics represented as systems of ordinary differential equations.

Typical methods are either analytical and require manual effort or are numerical but lack of formal soundness. Symbolic computational methods instead, give formal guarantees but are typically semi-automatic because they rely on the user to provide appropriate function templates.

We propose a method that finds Lyapunov functions or Barrier certificates automatically—using machine learning—while also providing formal guarantees—using satisfiability modulo theories (SMT). We employ a counterexample-guided approach where a numerical learner and a symbolic verifier interact to construct provably correct Lyapunov neural networks (LNNs). The learner trains a neural network that seeks to satisfy given sufficient criteria for asymptotic stability or safety over a samples set; the verifier proves via SMT-solving that the criteria are satisfied over the specified domain or augments the samples set with counterexamples.

This work is bolstered by a software tool, FOSSIL [2]. The tool has two core contributions on synthesis—automation and soundness—both of which are attained by means of the inductive, counter-example-based method. This method exploits the flexibility of candidate functions generated by training neural network templates, the formal assertions provided by the verifier, and finally new procedures to ease the exchange of information between the two mentioned components. The tool is endowed with features of usability, scalability, and robustness.

The work presented builds on previous works involving the use of a counterexample guided approach to synthesis of Lyapunov functions [3]; [1] then incorporates the use of neural network templates for these functions before being extended to the synthesis of barrier certificates in [4].
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