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Theoretical model for distributed computation
Proposed in 2004 by Angluin et al.
Designed to model collections of

\[ \text{identical, finite-state, and mobile agents} \]

like

- ad-hoc networks of mobile sensors
- “soups” of interacting molecules
- people in social networks
- ... and ninjas
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If several steps are possible, a scheduler chooses one.

**Execution:** infinite sequence $C_0 \rightarrow C_1 \rightarrow C_2 \rightarrow \cdots$ of steps.

**Fair Execution:** if $C$ appears infinitely often and $C \rightarrow C'$ then $C''$ appears infinitely often.

(Fairness constraint approximating random scheduler)
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- Probabilistic PPs (Angluin et al. 2004-2006, Chatzigiannakis and Spirakis, 2008)
- Fault-tolerant PPs (Delporte-Gallet et al. 2006)
- Private computation in PPs (Delporte-Gallet et al. 2007)
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- Trustful PPs (Bournez et al., 2013)
Q: And if some fair execution does not stabilize?

A: Then your protocol is not well specified. Repair it!

Q: And if two fair executions for the same input stabilize to different values?

A: Then your protocol is not well specified. Repair it!

Q: And how do I know if my protocol is well specified?

A: That's your problem... Well-specification problem: Given a protocol, decide if it is well-specified.

Correctness problem: Given a protocol and a Presburger predicate, decide if the protocol is well-specified and computes the predicate.
Q: And if some fair execution does not stabilize?
A: Then your protocol is not well specified. Repair it!

Q: And if two fair executions for the same input stabilize to different values?
A: Then your protocol is not well specified. Repair it!

Q: And how do I know if my protocol is well specified?
A: That's your problem...

Well-specification problem: Given a protocol, decide if it is well-specified.
Correctness problem: Given a protocol and a Presburger predicate, decide if the protocol is well-specified and computes the predicate.
Q: And if some fair execution does not stabilize?
A: Then your protocol is not well specified. Repair it!

Q: And if two fair executions for the same input stabilize to different values?
Q: And if some fair execution does not stabilize?
A: Then your protocol is not well specified. Repair it!

Q: And if two fair executions for the same input stabilize to different values?
A: Then your protocol is not well specified. Repair it!
Q: And if some fair execution does not stabilize?
A: *Then your protocol is not well specified. Repair it!*

Q: And if two fair executions for the same input stabilize to different values?
A: *Then your protocol is not well specified. Repair it!*

Q: And how do I know if my protocol is well specified?
Q: And if some fair execution does not stabilize?
A: *Then your protocol is not well specified. Repair it!*

Q: And if two fair executions for the same input stabilize to different values?
A: *Then your protocol is not well specified. Repair it!*

Q: And how do I know if my protocol is well specified?
A: *That’s your problem . . .*
Well-specified protocols

Q: And if some fair execution does not stabilize?
A: Then your protocol is not well specified. Repair it!

Q: And if two fair executions for the same input stabilize to different values?
A: Then your protocol is not well specified. Repair it!

Q: And how do I know if my protocol is well specified?
A: That’s your problem . . .

Well-specification problem: Given a protocol, decide if it is well-specified.

Correctness problem: Given a protocol and a Presburger predicate, decide if the protocol is well-specified and computes the predicate.
Verifying population protocols: Previous work

- Use model-checkers (SPIN, PRISM, . . . ) to verify correctness for some inputs
  Pang et al., 2008; Sun et al., 2009; Clément et al., 2011
Verifying population protocols: Previous work

- Use model-checkers (SPIN, PRISM, ...) to verify correctness for some inputs
  Pang et al., 2008; Sun et al., 2009; Clément et al., 2011
- Use dedicated programs to check sufficient conditions for well-specification
  Chatzigiannakis et al., 2010
Verifying population protocols: Previous work

- Use model-checkers (SPIN, PRISM, ...) to verify correctness for some inputs
  Pang et al., 2008; Sun et al., 2009; Clément et al., 2011
- Use dedicated programs to check sufficient conditions for well-specification
  Chatzigiannakis et al., 2010
- Use interactive theorem provers (Coq)
  Deng et al., 2009 and 2011
Verifying population protocols: Previous work

- Use model-checkers (SPIN, PRISM, ...) to verify correctness for some inputs
  Pang et al., 2008; Sun et al., 2009; Clément et al., 2011
- Use dedicated programs to check sufficient conditions for well-specification
  Chatzigiannakis et al., 2010
- Use interactive theorem provers (Coq)
  Deng et al., 2009 and 2011

Not complete or not automatic.
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Fact: A PP is not well-specified iff there is an initial configuration $C$ and

- a bottom configuration $C'$ reachable from $C$ with agents in both true and false states; or
- two bottom configurations $C_1$ and $C_2$, one “true” and one “false”, both reachable from $C$.

Key Theorem: The set of bottom configurations of a PP is effectively Presburger.
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