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Abstract

This paper gives a short overview of the verification system PEP (a Programming Environment based on Petri nets). It focuses on some recent developments.
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1 Introduction

The PEP tool [1, 4, 5, 17] supports the development of parallel systems. It combines a set of facilities for the modelling, the editing, the simulation and the compilation of systems expressed in various languages – including an imperative programming language, Petri nets, and finite automata – with a number of algorithms for the analysis and the verification of their properties. Two of the distinctive features of the tool are that it is based on Petri net theory, and that its analysis component uses partial order semantics in order to avoid the construction of the state space, whenever possible.

This paper is structured as follows. Section 2 provides a brief account of the structure of the tool. Section 3 describes the verification component, in particular the novel items. Section 4 concludes.

2 Modelling parallel systems with PEP

The PEP tool [1, 4, 5, 17] supports the main phases of the development of parallel systems: modelling, simulation, compilation, analysis and verification. The user may choose between a spectrum of input languages and various ways of translating them into each other. There is also the possibility of editing temporal logic formulae and running automatic verification algorithms. These algorithms are comparable in performance with other existing model-checking systems [11, 14, 19, 22, 23], but are limited – as are all others – by the inherent complexity of verification. They could be used, for instance, for the verification of prototypes, intricate distributed algorithms, or communication protocols.
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Figure 1: Functionality diagram of the existing PEP system

Figure 1 depicts the components of the existing PEP system and their functional dependencies. The user may choose between modelling a parallel system either as a collection of finite automata [13], writing a concurrent program in a language such as B(PN)$^2$ [7], or specifying a modular high-level Petri net (M-net [2]). The models may be edited and simulated, compiled into Petri nets.

The translations between different models is achieved by means of compilations, as shown by arrows in figure 1. For instance, a parallel finite automaton may be compiled into a B(PN)$^2$ program. The latter may be compiled either into a process algebraic expression of the PBC [6] or into an M-net, and from either, further into a 1-safe low-level net (both routes yield equivalent low-level nets). A 1-safe low-level net may further be subjected to a prefix-builder which constructs the McMillan prefix [9, 15].

Editors and simulators exist for the following objects shown in figure 1: parallel finite automata, B(PN)$^2$ programs, M-nets and 1-safe nets. For PBC expressions and temporal logic formulae, PEP provides only editors but (naturally, for formulae) no specific simulators.

The components of PEP are glued together by a reference component [12] which records information such as, for instance, which place(s) of a net correspond to a given variable or to a given control point of a program. By means of the reference component, formulae referring to a program may be translated automatically into formulae referring to the corresponding net, and the simulation of a net may trigger the simulation of the corresponding program (if there exists any). The reference component also severs a link
between a program and a net, once the latter has been edited independently of the former.

Finally, PEP also has output filters such as one which transforms a $B(PN)^2$ program into executable C code. PEP has been implemented on X-platforms and conforms to the usual standards of user-friendly software.

3 The Verification Component of PEP

The starting point of the verification component is a 1-safe Petri net. Most of the implemented algorithms try to avoid the state explosion problem using one of the following two strategies: (1) construct a compact representation of the state space by means of a so-called net unfolding [15, 9], or (2) construct a set of constraints whose solutions are a superset of the state space, and use this set to derive semidecision procedures.

The verification component offers a number of dedicated algorithms to check key properties like deadlock-freedom. A wider range of safety properties can be checked using efficient semidecision algorithms [16]. Finally, PEP also offers a model checker for a small temporal logic [8]. When the Petri net satisfies certain constraints this model checker can be replaced by a more efficient one [3].

Recent developments. We briefly describe three recent developments:

- A new model checker for Linear Temporal Logic (LTL).
- An extension that allows to check Petri nets which are not necessarily 1-safe.
- A new technique that improves the efficiency of the deadlock detection algorithm.

We have developed a model checker for 1-safe Petri nets and LTL formulas [24]. It is based on the so-called automata-theoretic approach to model checking. Given a formula $\phi$, a Büchi automaton $A_{\neg \phi}$ is constructed which accepts exactly all the infinite sequences of markings which violate $\phi$. Then, $A_{\neg \phi}$ is composed in a certain way with the system under consideration to yield a 1-safe net that accepts all the computations of the system that fail $\phi$. Finally, the unfolding of the composed net is computed and used to decide if the composed system accepts any sequence.

The advantage of the algorithm lies in the fact that the unfolding of the composed system is usually much smaller than the state space. This allows to solve the state-explosion problem in many cases. When the system does not satisfy the property, a failing run is delivered as fault diagnosis.

The method for the construction of the net unfolding introduced in [9] accepted only 1-safe nets as input. We have recently extended it to arbitrary Petri nets. The algorithm terminates if and when the Petri net has a finite state space [10]. It is planned to extend the algorithm even further to high-level nets (such as M-nets).
We have implemented an algorithm for deadlock detection based on net unfoldings [18]. In contrast to a former algorithm by McMillan for the same purpose [15], the unfolding is explored using a new technique based on linear programming. This technique improves the performance in many cases.

4 Conclusions

We have briefly presented some of the main features of the PEP tool. For an overview of the other analysis and verification methods available in PEP we refer the reader to [1].

Our experiences have prompted us to consider the following future aims:

- A model checker for high-level Petri nets will be developed and implemented.
- The INA system [21] (in particular, its state graph checker and its theorem data base) will be fully integrated in PEP.
- Other verification methods (like a BDD based model checker) will be integrated, and interfaces to other tools (like SPIN [14] or PROD [22]) will be offered.
- The graphical net editors will be improved to meet the needs of industrial applications, e.g. [20].
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